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Abstract

An electrophysiological phenomenon running up and down the spine, elicited by light pressure contact
at very precise points and thereafter taking the external appearance of an undulatory motion of the
spine, is analyzed from its standing wave, coherence, and synchronization-at-a-distance properties. This
standing spinal wave can be elicited in both normal and quadriplegic subjects, which demonstrates that
the neuronal circuitry is embedded in the spine. The latter, along with the inherent rhythmicity of the
motion, its wave properties, and the absence of external sensory input once the phenomenon is elicited
reveal a Central Pattern Generator (CPG). The major investigative tool is surface electromyographic
(sEMG) wavelet signal analysis at various points along the paraspinal muscles. Statistical correlation
among the various points is used to establish the standing wave phenomenon on a specific subband of the
Daubechies wavelet decomposition of the sEMG signals. More precisely, ∼ 10Hz coherent bursts reveal
synchronization between sensory-motor loops at a distance larger, and a frequency slower, than those
already reported. As a potential therapeutic application, it is shown that partial recovery from spinal
cord injury can be assessed by the correlation between the sEMG signals on both sides of the injury.

key words: surface Electromyography (sEMG), correlation, wavelets, Central Pattern Generator (CPG),
sensory-motor loop oscillation, dural mechanoreceptors, regeneration in the Central Nervous System (CNS).

1 Introduction

Central Pattern Generator (CPG) is a concept still in search of a final definition [13, 38]; however, it is
admitted that it is an interconnection of neurons that produces a movement of the limbs and/or the trunk
that has the following attributes:

1. The movement is rhythmic [50].

2. It does not require (patterned) sensory input [45].

3. The neuronal circuitry in vertebrates is embedded in the spine, without higher cerebral function in-
volvement [26].
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4. It requires some learning or entrainment [45] and it might undergo resetting [25].

5. In case of a CPG controlling the movement of the spine of a vertebrate, the latter exhibits some wave
properties [13].

Items 1-3 are the most traditional ones, while the consensus is not completely unanimous on Items 4-5. The
purpose of this paper is to show evidence of a human CPG that produces an undulatory movement of the
spine. It satisfies all 5 criteria, provided Criterion #2, absence of sensory input, is interpreted in a way that
allows but does not require sensory inputs [38], something that will be discussed separately in Section 4.3.
In this paper, we more specifically address Criterion #5, since wave properties of CPG movement have
lately attracted growing attention [13]. What distinguishes the present paper from [13] is that here we deal
with standing wave, while [13] dealt with traveling wave. We also quite specifically address Criterion #3
by showing that a quadriplegic subject1 can sustain the undulatory movement. Yet another quadriplegic
case study will be reported in [48]. An issue closely related to #3 is whether the CPG is a simple neuronal
circuitry, like a bistable oscillator, or something more complicated. For gait CPG, the paradigm of one
bistable oscillator CPG per joint [55] seems adequate. Simple bistable oscillators also appear adequate for
lower vertebrates (although more complicated models have already been proposed [24]). However, when one
reaches the complexity of the human spine, the coordinated movement of its many intervertebral muscles
definitely requires a more complicated spatially distributed circuitry.

This rocking motion of the spine, which occurs in the coronal or saggital plane or both depending on the
subject, is elicited by light pressure contact on the spine at some precise cervical and sacral points. At the
cervical level, it is conjectured that the attachment of the spinal dura to the C1-C6 vertebra [4, 63] creates
a sensory-motor loop oscillation, which is easily visualized as a twitching of the trapezius and sternoclei-
domastoid neck muscles.(See, e.g., [34] for the concept of anatomical loop.) After some entrainment, the
skin area overlaying the dural-vertebral attachments is sensitized [54] to the point where a slight pressure
contact is enough to elicit the oscillation. The oscillation rapidly becomes self-sustained without the need for
further external pressure sensory input from the practitioner. Likewise, at the sacral level, the attachment of
the filum terminale (the distal end of the spine) to the coccyx also creates a sensory-motor loop oscillation,
which takes the external appearance of a rocking motion of the pelvis. Subject to appropriate entrainment,
this pelvic motion can be made to bear some resemblance with human gait. (See [20, 11] for the CPG of
gait.)

The overall spinal wave procedure consists of the following steps: After sensitization of the sacral area,
a light pressure contact at S3-S4 engages the sacral oscillator. From the sacral area, an electrophysiological
wave phenomenon propagates upward, but initially dissipates before reaching the cervical area. Nevertheless,
after some entrainment, eventually the upward wave reaches the cervical area and triggers the neck area to go
in oscillation. When extended across the whole spine, the headward traveling wave reflects off the sphenoid,
which happens to be the most cephalad attachment of the dura [4], and then travels caudally. Visually,
the upward/downward traveling waves can be seen to collide, and survive the collision in some soliton-like
propagation [27, 22]. Eventually the upward and downward waves settle in a standing wave pattern [1],
during which the neck movement is perfectly coordinated with the pelvic movement [28].

It is the latter coordinated movement that has the attributes of a CPG. While the typical CPG features
#1, #4, and #5 can be visualized [23], our approach has been to demonstrate the CPG hypothesis by the
more objective analysis of the surface electromyographic (sEMG) activity recorded on the paraspinal muscles
during the procedure. As such, the rhythmic property was proved in [43] by the burst analysis of the sEMG
signals (see also [19] for some closely related research). The learning/entrainment was proved in [30, 3] by
ARIMA and ACE modeling of the sEMG signals and by showing that the ability of the models to predict the
signals improves dramatically along the entrainment. Resetting (e.g., transition from traveling to standing
wave) was demonstrated by some qualitative changes in the neck signal models [30].

In this paper, we more specifically demonstrate the standing wave hypothesis #5 by analysis of the
sEMG signals recorded at 4 points (cervical, thoracic, lumbar, and sacral) along the spine [31]. A standing
wave across a propagation medium is concurrent with synchronization between the motions of the ends.
This synchronization is revealed by a correlation method. The latter further reveals a (s)EMG coherence
at ∼ 10Hz, a frequency slower than the traditional ∼ 20Hz one, because here the coherence is across larger
distances [17, 49, 14, 2, 16]. Next, we demonstrate that the neuronal circuitry is embedded in the spine (#3)

1Recording on such a vulnerable subject was done with special IRB permission.
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by analyzing the sEMG data recorded on a quadriplegic subject, who, despite a near complete severage of
the spine at C5, was able to experience the spinal wave. Finally, the issue of absence of sensory input will
also be investigated and a CPG circuitry model will be proposed.

2 Methods

2.1 Data collection

Before data collection, the two research subjects upon which this study is based had signed the Informed
Consent Form in a protocol approved by the Institutional Review Board (IRB) of the University of Southern
California (case USC UPIRB # 01-01-009). The control subject is a female in her early 30’s and the
quadriplegic subject is a male in his 30’s. The latter subject had a swimming pool accident: he dove in
the end of a pool with 4 feet of water sustaining a spinal cord injury at C-5 (similar to the case reported
in [46]); the C-5 vertebrae was surgically removed and replaced with a titanium plate from C-4 to C-6. Due
authorization of the IRB was granted to take recordings on such a vulnerable subject.

To record sEMG signals, we utilized “Uni Patch Tyco EMG Electrodes Round Disk 7500 2.25 diameter
Ag snaps.” These are ungelled, noninvasive, tripolar electrodes. The patch has 2.25” diameter and supports
three 0.5” Silver disks electrodes arranged at the apexes of an equilateral triangle of 0.75” side. Two of
the snaps are inputs to a differential amplifier, while the third snap is the ground. The front-end amplifier
directly snaps on the patch in order to immediately amplify the signals. The patches were placed at cervical
(C2-C3), thoracic (T4-T6), lumbar (L3), and sacral (S2-S4) positions along the spine. The data was recorded
with the differential amplifier snaps aligned with the paraspinal muscle fibers [9].

The raw sEMG data was collected over a bandwidth of 10-500 Hz by an InsightTM Millennium machine
and the amplified signals (of the order of 2.5 Volt) were available relative to a ground reference potential.
The latter signals were the inputs to a 16 bit precision PC-CARD-DAS16/16, manufactured by Computer
Boards (now, Measurement Computing), configured in “single-ended” mode, and fitting in the PCMCIA slot
of a laptop computer. The sampling frequency was 4000 samples/sec. It has indeed been argued that it is
necessary to sample EMG signals much faster than the Nyquist frequency [47], up to 8000 samples/sec; how-
ever, a mutual information criterion [48] rather calls for 2000 samples/sec. Hence a rate of 4000 samples/sec
appears a compromise, possibly with some risk of oversampling, which will be removed by the multiresolution
wavelet analysis.

In order to assess noise or other irrelevant pattern, before entrainment but with the research subject in the
same position and with the same electrode placement and wiring as during entrainment, time-series signals
were recorded to be used as control or testing signals. Then, keeping the same experimental environment,
the subject was entrained and the spinal wave was recorded. Comparing the wavelet decompositions of the
control and the spinal wave signals allowed us to determine which components of the wavelet decomposition
were true spinal wave signals as opposed to noise or other parasitic effects.

2.2 Wavelet analysis

Assume we are given a bi-indexed orthonormal family {ψmn : m ∈ Z, n ∈ Z} of functions, where ψmn(t) =
2−m/2ψ(2−mt + n) ∈ ℓ2 is obtained by scaling and shifting a “mother function” ψ ∈ ℓ2. This family of
functions defines the signal space Y := span{ψmn : m ∈ Z, n ∈ Z}. As such, any signal y ∈ Y can be
decomposed as

y(k) =
∑

m>M

∑
n

ymnψmn(k)︸ ︷︷ ︸
AM (k)

+
∑

m≤M

∑
n

ymnψmn(k)︸ ︷︷ ︸∑
m≤M Dm(k)

where the ymn’s are the coefficients of the expansion of the signal in the bi-indexed wavelet basis.∑
m>M

∑
n ymnψmn can be interpreted as the (low resolution) approximation of the signal,

while
∑

m≤M

∑
n ymnψmn is the (high resolution) detail of the signal.

If we define VM = span{ψmn : m > M,n ∈ Z}, we obtain a sequence of signal approximation spaces
... ⊂ Vm+1 ⊂ Vm ⊂ Vm−1 ⊂ .... Furthermore, we write Vm−1 = Vm ⊕ Wm, where Wm = span{ψmn :
n ∈ Z}. It turns out that there exists a scaling function ϕ such that Vm = span{ϕmn : n ∈ Z}, ϕmn(t) =
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2−m/2ϕ(2−mt+n). This function is computed via a wandering subspace argument [37]. Define the “outgoing”
subspace V0+ = span{ψmn : m > 0, n ∈ N} and the positive shift T+ : V0+ → V0+, (T+ψ)(k) = ψ(k + 1).
Then clearly, T+V0+ ⊂ V0+ and we pick ϕ ∈ V0+ ⊖ T+V0+ (see [39, Section 5, Proposition 5]).

With the above defined subspaces, and taking M = 1 as reference resolution level, the signal can be
dyadic decomposed down to 8 levels as

Y (k) =
∑
n

c1nϕ1n(k) +
∑
m≤1

∑
n

cmnψmn(k)

Y (k) =
∑
n

c2nϕ2n(k) +
∑
n

c2nψ2n(k) +
∑
m≤1

∑
n

cmnψmn(k)

...
...

Y (k) =
∑
n

c8nϕ8n(k) +
∑
n

c8nψ8n(k) +
∑
n

c7nψ7n(k) + ...+
∑
n

c2nψ2n(k) +
∑
m≤1

∑
n

cmnψmn(k)

For the specific case y ∈ V0, the above is rewritten more conceptually in terms of various approximation (A)
and detail (D) components:

Y (k) = A1(k) +D1(k)

Y (k) = A2(k) +D2(k) +D1(k)

...
...

Y (k) = A8(k) +D8(k) +D7(k) + ...+D1(k)

The experimental problem is to determine what wavelet and what subband signals among the D′s are most
relevant to the spinal wave.

2.3 Correlation approach to wave analysis

The wave analysis proceeds from the correlation properties of the signal recorded at one point along the
spine and the time-shifted signal recorded at another point (see [40] for a related analysis). Here the sEMG
signals recorded at two points along the spine are treated as stationary random processes Yi(k), Yj(k). (The
stationary assumption is approximately verified over a small enough time window [43].) The scalar correlation
coefficient [5, p. 74] between the random variables Yi(k) and Yj(k + s) is defined as

ρij(s) =
E((Yi(k)− EYi(k))(Yj(k + s)− EYj(k + s)))√
E(Yi(k)− EYi(k))2

√
E(Yj(k + s)− EYj(k + s))2

This approach is statistically implemented as follows [5, Chap. 12]:

rij(s) =

∑K−s
k=1

(
Yi (k)− Ȳi (s)

) (
Yj (k + s)− Ȳj (s)

)√∑K−s
k=1

(
Yi (k)− Ȳi (s)

)2√∑K
k=s+1

(
Yj (k)− Ȳj (s)

)2
where

Ȳi (s) =
1

K − s

K−s∑
k=1

Yi (k)

Ȳj (s) =
1

K − s

K∑
k=s+1

Yj (k)

Given that rij(s) ̸= 0, it is necessary to determine, with enough confidence, whether ρij(s) ̸= 0. This
confidence analysis is based on the fact that, when Yi(k), Yj(k + s) are independently normally distributed
(ρij = 0), the variable

tij = rij

√
K − s− 2√
1− r2ij
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Figure 1: Raw sEMG signal of control subject. The abscissa is the number of samples at a rate of 4000/sec;
the ordinate is the analog/digital (A/D) count among the 216 available in the 16-bit precision analog-to-
digital converter.

approximately follows a t-distribution with K − s− 2 degrees of freedom [5, p. 224], where K is the length
of the data record and s the time shift. 2 To compute the (100 − 2α)% confidence interval, define tα to
be the value of the t-variable that is exceeded with probability α. Then the confidence interval is given by

[−r,+r], where r is the solution to tα = r
√
K−s−2√
1−r2

, that is,

r ≈ tα√
K − s− 2

(1)

3 Results

3.1 Wavelet decomposition

The initial intent was to find a specific wavelet and the specific subband signals that could achieve the most
sizable distinction between some “test” signals and the spinal wave signals. Here, “test” means that the
sEMG data was recorded during some voluntarily controlled mild motion of the trunk. Another criterion was
to find the subband signals that exhibit best correlation (hence highest confidence). After trial and error, it
was found that the Daubechies DB3 wavelet [8, 61, 7] was the best suited relative to the above-mentioned
criteria.

In Fig. 2, a “test” signal segment and the first half of the raw spinal wave signal as shown in Figure 1,
are dyadic decomposed down to 8 levels with the Daubechies wavelet function [8, 61, 7] of order 3. These
two segments, both of a length of approximately 2.5 seconds, were chosen as “most relevant” within the
sEMG database of the control subject in a sense elaborated on in [30, Section 2.3]. In a few words, the whole
control subject data record was subdivided in some smaller “segments.” Each segment was represented by

2Also recall that the sample distribution of 1
2
log 1+r

1−r
is approximately normal with mean 1

2
log 1+ρ

1−ρ
.
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Figure 2: Comparison between wavelet decompositions of test signal (left) and spinal wave signal (right).
The sampling rate is 4000/sec. The raw spinal wave signal is the first half of the signal shown in Fig. 1.

the sum of the absolute values of its partial correlation coefficients bk and the sum of the absolute values

of its autocorrelation coefficients ak. Then the relevant data
{(∑25

k=1 |ak| ,
∑25

k=1 |bk|
)}

was displayed as a

cluster in R2. Then the “most relevant” signal segment was defined as the center of mass of the cluster. The
raw signals of Figure 2 were obtained as the most relevant ones.

By comparing the “test” and spinal wave signals, it becomes evident that the signals in A8 are just base
line drifting or low frequency noises (long term evolution) and as such are signals of no interest; neither are
the signals in the D1 to D5 subbands of interest, because there is no difference between the test and the
spinal wave signals and as such these signals consist mainly of high frequency noise. On the other hand,
the D6, D7, D8 components are of more interest, because there is now a sizable difference between the test
and spinal wave signals. “Wavelet packets” can be observed in the D7, D8 subband signals, which, as will
be shown, are coherent bursting phenomena [17, 16] running up and down the spine and establishing a
“standing” wave pattern. Quantitatively, looking at the D8 subband signal, it appears that the bursts occur
at a rate of 1 every 4, 000 samples, that is, at a rate of 1 burst per second, which is consistent with the
visually observed motion of the spine. Zooming at a burst of the D8 subband signal, it is easily seen that it
is composed of several cycles of a more fundamental oscillation, at a frequency of roughly 13.5 Hz.

While a correlation analysis on D7 could be carried out, we selected the D8 signal, because it showed
the better correlation properties. Another motivation for focusing on the D8 (and possibly the D7) subband
signals is that comparison between Fig. 1 and Fig. 2, right panel, reveals that the mild bursts in the raw
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signal occur when the D8 (D7) subband signals show doublets.
Observe that Fig. 2 only provides a 2.5 second snapshot of the wavelet decomposition, whereas the

correlation analysis is based on a much longer data records: 1 minute and 20 seconds for control subject and
50 seconds for quadriplegic subject.

3.2 Correlation plots

The correlation plots rij(s) for various time-shifts of the D8 subband signals of the control (normal) subject
are shown in Figures 3a-6a.

The confidence level was set to 99%. The confidence intervals were computed from Formula (1), with
α = 0.005, t0.005 = 2.576 (for the Gauss approximation of very high degree of freedom t-distribution), s = 0,
and K = 327, 680 for control subject and K = 196, 608 for quadriplegic subject. The resulting confidence
intervals are [−0.0045,+0.0045] for control subject and [−0.0058,+0.0058] for quadriplegic subject. They
are displayed by two lines parallel to the s-axis in Figures 3-6. The correlation is significant whenever the
rij(s) versus s curve is outside the horizontal band bounded by the two lines parallel to the s axis.

Observe that the curves are well outside the “slit” along the s axis, indicating a 99% confidence in the
correlation. Next, observe that all correlations are maximum for s = 0; in other words, the cervical, thoracic,
lumbar and sacral bursts are synchronous, a first sign of a standing wave pattern. Most importantly, observe
the consistent phase pattern, with “zero correlation nodes.” (A “zero correlation node” is defined as a point
where all rij(s) versus s curves cross the r = 0 axis.) Also observe that the two successive maxima of r11(s)
occur for ∆s ≈ 275 samples ≈ 0.06875 secs , which is consistent with the fundamental frequency of 13.5
Hz. observed in Sec. 3.1.

To allow for an easy comparison between the control and quadriplegic subjects, the correlation curves of
Fig. 3a-6b are organized with the control subject curves on the left and the quadriplegic subject curves on
the right. The first and most striking difference between the control subject (Fig 3a) and the quadriplegic
subject (Fig 3b) is a weaker correlation between, on the one hand, the neck and, on the other hand, the
cervical, thoracic, lumbar or sacral signals, as can be anticipated because of the neck injury. However, no
matter how weakened, the correlations involving the neck are still in the 99% confidence interval. Second,
observe that the pattern of “zero crossing nodes” is not as clear as that of the control subject. However,
the thoracic, lumbar, and sacral plots (Fig. 4b, 5b, 6b, resp.) do show zero crossing nodes, if we remove the
neck signals from those plots. Another striking difference is that, in the thoracic, lumbar and sacral plots
of Fig. 3a-6b, the correlation involving the neck signal of the quadriplegic subject is off phase as compared
with the control subject.

3.3 Comparison with other case studies

Among the two dozens case studies we have conducted, the present control subject case is among the best
we have analyzed from the point of view of zero correlation crossing pattern. (The very best case is one
that does not even require preprocessing of the data by wavelet transform, as the zero correlation crossing
pattern already appears on the raw signal.) Among the cases that require wavelet transform pre-filtering,
the present control case study stands out as a nice one in the sense that (i) the neck-neck correlation curve
crosses the time delay axis at the same points where the other correlation curves cross the same axis, and (ii)
the zero crossing nodes appear all along the time delay axis. In some cases, there are difficulties at either (i)
getting the neck-neck curve crossing the time delay axis at the right places, or (ii) having the zero crossing
node pattern already present at small time delays.

4 Discussion

4.1 Wavelet decomposition

The finding that the DB3 wavelet is the best relative to the criteria of Section 3.1 is fully consistent with [60],
where DB3 was also adopted, for the different reason that this wavelet mimics the single Motor Unit Action
Potential (MUAP) detected by the electrodes. This explains the experimentally observed fact that the DB3
subband signals have better correlation properties. The nice D8 subband signal reveals that the muscle

7



0 50 100 150 200 250 300 350 400
−0.8

−0.6

−0.4

−0.2

0

0.2

0.4

0.6

0.8

1

1.2
correlation coefficients versus time delay

time delay

co
rr

el
at

io
n 

co
ef

fic
ie

nt

corr. coeff. between neck and neck

corr. coeff. between neck and thorax

corr. coeff. between neck and lumbar spine

corr. coeff. between neck and sacrum

(a) control subject

0 50 100 150 200 250 300 350 400
−0.8

−0.6

−0.4

−0.2

0

0.2

0.4

0.6

0.8

1

1.2
correlation coefficients versus time delay

time delay
co

rr
el

at
io

n 
co

ef
fic

ie
nt

corr. coeff. between neck and neck

corr. coeff. between neck and thorax

corr. coeff. between neck and lumbar spine

corr. coeff. between neck and sacrum

(b) quadriplegic subject

Figure 3: Correlation between D8 subbands of neck and other signals for control subject and quadriplegic
subject. Solid line: neck-neck correlation; dotted line: neck-thorax correlation; dashed-dotted line: neck-
lumbar spine correlation; dashed line: neck-sacrum correlation. Confidence interval for control subject:
[-0.0045,+0045]; for quadriplegic subject: [-0.0058,+0.0058].

fibers and hence efferent nerve fibers [58, p. 66] are in sync; indeed, there is evidence that the sEMG signal
is the algebraic summation of motor-unit action-potential trains [10, 44].

The bursts are easily seen to occur at a rate of approximately one per second, which is consistent with
the observable mechanical motion of the spine. The bursts appear to be doublets [14, 2, 32], which from
the point of view of the classification of [49, Fig. 1] are of the “resonant” type. The in-burst frequency of
∼ 13.5Hz appears closely related to a ∼ 10Hz phenomenon conjectured to exist in EMG [17, The question
of frequency], but this issue is relegated to Sec. 4.2.5.

4.2 Standing wave interpretation of correlation

4.2.1 Mathematical modeling: general function analytic analysis

Let the space-sampled, time-sample signal (yneck(k), ythorax(k), ylumbar(k), ysacrum(k)) be smoothly extended
as a function of the continuous variables x ∈ [0, L] and t ∈ [0, T ]. x is the position along the spine, L is
the length of the spine, t is the time, and T is the length of the data record. By fundamental bandwidth
limitation, y(x, t) is continuous, it is furthermore bounded by the saturation of the amplifiers, so that the

Hilbert-Schmidt condition
∫ L

0

∫ T

0
y2(x, t)dxdt <∞ holds. Hence the data y(x, t) can be viewed as the kernel

of an integral operator Y : L2[0, T ] → L2[0, L] of the Hilbert-Schmidt type [12, p. 1009], where L2[0, T ]
denotes the classical Lebesgue space of functions square integrable over [0, T ].

Form the adjoint Y ∗ : L2[0, L] → L2[0, T ] along with the self-adjoint operator(
0 Y ∗

Y 0

)
: L2[0, T ]⊕ L2[0, L] → L2[0, T ]⊕ L2[0, L]

This operator is also clearly Hilbert-Schmidt, hence compact. It is furthermore nonsingular if it is assumed
that Y is nonsingular. It is also easily seen that its eigenvalues come in opposite pairs. Write the eigenvector
equation (

0 Y ∗

Y 0

)(
fn
±gn

)
= ±σn

(
fn
±gn

)
, n ∈ N∗
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Figure 4: Correlation between D8 subbands of thorax and other signals for control subject and quadriplegic
subject. Solid line: thorax-neck correlation; dotted line: thorax-thorax correlation; dashed-dotted line:
thorax-lumbar spine correlation; dashed line: thorax-sacrum correlation. Confidence interval for control
subject: [-0.0045,+0045]; for quadriplegic subject: [-0.0058,+0.0058].

where σn > 0,
∑

n σ
2
n <∞ (as a corollary of the Hilbert-Schmidt property [12, Th. XI.6.25]), and {fn}, {gn}

are orthonormal systems. Then applying Mercer’s theorem [12, p. 1088] to the projections of

(
0 Y ∗

Y 0

)
on its positive and negative spectra yields

y(x, t) =
∑
n∈N∗

σnfn(t)gn(x)

where the convergence is to be interpreted in the sense of the Hilbert-Schmidt norm [12, Th. XI.6.4]. (See [51]
for the formalization of Mercer’s theorem extended to non sign definite operators.)

Before proceeding further, some lemmas are needed; the proofs are relegated to the Appendix.

Lemma 1 The functions fn : [0, T ] → R and gn : [0, L] → R are continuous.

Observe that the continuity of g does not preclude gn(0) = ∞ or gn(L) = ∞. However, the boundedness
of y(x, t) does preclude this to happen. So, gn is bounded, but not uniformly in n.

Next, form

fn(t)fm(t+ s) :=
1

T

∫ T

0

fn(t)fm(t+ s)dt

It is readily observed that the above is continuous and uniformly bounded in s; specifically,
∣∣∣fn(t)fm(t+ s)

∣∣∣ ≤
1/T , as a consequence of the Cauchy-Schwarz inequality.

Now, we construct the crucial mathematical object: the correlation between the signal at one spatial
point x and the time shifted signal at another spatial location x′:

Rx,x′(s) := y(x, t)y(x′, t+ s)

From its definition, it is easily seen that Rx,x′(s) : [0, L]2 × [0, T ] → R is continuous and bounded. Next,
we would like to show that in the above y(x, t) can be replaced by its Mercer-like expansion. But another
lemma is needed.
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Figure 5: Correlation between D8 subbands of lumbar spine and other signals for control subject and
quadriplegic subject. Solid line: lumbar spine-neck correlation; dotted line: lumbar spine-thorax correlation;
dashed-dotted line: lumbar spine-lumbar spine correlation; dashed line: lumbar spine-sacrum correlation.
Confidence interval for control subject: [-0.0045,+0045]; for quadriplegic subject: [-0.0058,+0.0058].

Lemma 2 The trace class property
∑∞

n=1 σn <∞ holds.

Now, we are in a position to formulate a property of the spatio-temporal correlation that will appear
crucial in the sequel; the proof of it is relegated to the Appendix.

Theorem 1

Rx,x′(s) =
∞∑

n,m=1

σnσmfn(t)fm(t+ s)gn(x)gm(x′)

and the convergence is in the Hilbert-Schmidt norm.

From the various plots of Rx,x′(s) for the control subject and continuity of the correlation, it is clear
that, ∀x, there exists a x∗ such that

Rx,x∗(s) =
∞∑

n,m=1

σnσmfn(t)fm(t+ s)gn(x)gm(x∗) = 0,∀s

In particular, the above is true for s = 0 and upon integration relative to t, it is found that∑
n

σ2
ngn(x)gn(x

∗) = 0

In view of the orthogonality of {gn}, the above yields

gn(x
∗) = 0,∀n

It follows that y(x∗, t) = 0,∀t, so that x∗ is a mode shape node, indicative of a standing wave.
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Figure 6: Correlation between D8 subbands of sacrum and other signals for control subject and quadriplegic
subject. Solid line: sacrum-neck correlation; dotted line: sacrum-thorax correlation; dashed-dotted line:
sacrum-lumbar spine correlation; dashed line: sacrum-sacrum correlation. Confidence interval for control
subject: [-0.0045,+0045]; for quadriplegic subject: [-0.0058,+0.0058].

4.2.2 Mathematical modeling: harmonic analysis

From the correlation plots, the cervical (x = 0) and sacral (x = L) activities of the control subject are easily
seen to be in opposite phase. (This is an example of synchronization across a significant distance [35, Fig.
2].) This opposite phase phenomenon at the end points along with the standing wave property justifies an
approximate model of the form:

y(x, t) =
∞∑

n=1

an sin(nωt) cos

(
(2n− 1)kx

2

)
(2)

where k = 2π/L is the wave number and L is the length of the propagation medium. In this model, the mode
shape node is located at x∗ = L/2, which is consistent with the experimentally observed muscle activity
node between the neck and the thorax. This simple harmonic model is useful to clarify the fundamental
frequencies involved in this phenomenon.

With such a model, the correlation is easily obtained as

Rx1,x2(s) := y(x1, t)y(x2, t+ s)

=

∞∑
n=1

a2n cos(nωs) cos

(
2n− 1

2
kx1

)
cos

(
2n− 1

2
kx2

)
The zero correlation nodes reveal that Rx1,x2(s

∗) = 0, ∀x1, x2. From∫ L

0

∫ L

0

Rx1,x2(s
∗) cos

(
2N1 − 1

2
kx1

)
cos

(
2N2 − 1

2
kx2

)
dx1dx2 = 0

it follows that cosNωs∗ = 0, ∀N , so that s∗ = 2m−1
2N

π
ω . To be consistent with the experimentally observed

pattern of s∗, the expansion can only contain one term n = 1. As such the pattern
{
s∗ = 2m−1

2
π
ω : m ∈ N∗}

is remarkably consistent with the zero correlation pattern of the figures. Pursuing further, the first (m = 1)
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zero correlation node occurs at s∗ = 80 samples points, that is, s∗ = 80/4000 sec. Hence ω = 1
2

π
s∗ yields a

frequency of 12.5 Hz.
It is interesting to observe that the Step 2 of the algorithm of [13] also involves truncation of an infinite

series like (2), so that our analysis provides the justification for this truncation.

4.2.3 Mathematical modeling: wavelet analysis

Let ψ be the (continuous time) DB3 mother function and let {ψ8,n(t) = 2−4ψ(2−8t + n) : n ∈ Z} be the
orthonormal basis of the D8 space [7], where n is the shift. Here an analysis similar to that of the preceding
paragraph is developed, except for a wavelet instead of a sine time dependence:

y8(x, t) =
∑
n

g8,n(x)ψ8,n(t) (3)

where the g8,n’s are the mode shapes. In this wavelet setup, the correlation becomes

Rx1,x2(s) := y8(x1, t)y8(x2, t+ s)

=
∑
n1

∑
n2

g8,n1(x1)g8,n2(x2)ψ8,n1(t)ψ8,n2(t+ s)

=
∑
n1

g8,n1
(x1)g8,n1−2−8s(x2)

Therefore, the zero correlation nodes are given by the s-solutions to∑
n1

g8,n1(x1)gn1−2−8s(x2) = 0,∀x1, x2

From the structure of the plots, such solutions appear in a pattern with period 28.
Next, setting s = 0 in the preceding yields

Rx1,x2(0) =
∑
n1

g8,n1(x1)g8,n1(x2)

If we set i = 1, 2, 3, and 4 for the neck, thorax, lumbar spine, and sacrum, respectively, the matrix of canoni-

cal correlations {rx,xj (0)}i,j=1,...,4 :=

{
Rxi,xj

(0)

R
1/2
xi,xi

(0)R
1/2
xj,xj

(0)

}
i,j=1,...,4

is obtained numerically as
1.0000 −0.2000 −0.4400 −0.3400
−0.2000 1.0000 0.0300 0.0600
−0.4300 0.0300 1.0000 0.2400
−0.3400 0.0600 0.2600 1.0000

. It is symmetric, up to rounding error, as expected, but most

importantly, observe the change of sign in the correlation from the neck to the thorax. Hence there exists a
point x∗ ∈ (x1, x2) such that rx1,x∗(0) = 0 and furthermore from the shape of the plots rx1,x∗(s) = 0, ∀s. It
follows that ∑

n2

g8,n2+2−8s(x1)g8,n2(x
∗) = 0

Since g8,n2+2−8s(x1) ̸= 0 because of the neck activity, we get g8,n2(x
∗) = 0. The latter indicates existence of

a mode shape node at x∗. Clearly, there exists such a node somewhere along the nervous pathway between
the neck electrode and the thoracic electrode. Besides, at the skeletomuscular level, such a mode shape node
can be directly observed during the spinal wave motion [23].

4.2.4 Standing wave versus coherence

Here, the standing wave pattern between the various signals has been derived from the zero crossing nodes
of the time-domain correlation:

ρij(s) =
E (Yi(t)Yj(t+ s))

(EY 2
i (t))

1/2 (
EY 2

j (t)
)1/2 (4)
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On the other hand, Farmer [17, 16] defines the frequency-dependent coherence between two signals Yi, Yj
as peaks in the frequency-domain correlation plot 3:

ρ̂ij(ȷω) =
|Sij(ȷω)|

(Sii(ȷω))
1/2

(Sjj(ȷω))
1/2

(5)

where Skℓ(ȷω) is the (cross)spectral density, that is, the Fourier transform of E (Yk(t)Yℓ(t+ s)) relative to
s. The relationship between the time-domain and frequency-domain concepts is a bit tenuous:

ρij(0) =

∫ +∞
−∞ Sij(ȷω)dω(∫ +∞

−∞ Sii(ȷω)dω
)1/2 (∫ +∞

−∞ Sjj(ȷω)dω
)1/2 ???

≈ Sij(ȷω)

S
1/2
ii (ȷω)S

1/2
jj (ȷω)

Besides, under a time shift in one of the signals Yj(t) → Yj(t + ∆T ), ρ̂ij(ȷω) remains unchanged, while
ρij(s) would be changed and the zero crossing node pattern would be shattered. Therefore, the standing
wave pattern as revealed by the “zero crossing nodes” is a property stronger than the “coherence,” but the
neurophysiological phenomena that both techniques attempt to pin down are unmistakenly the same.

4.2.5 Bursts: coherence and the questions of frequency and phase

To summarize, the D8 bursts occur synchronously at the neck, thorax, lumbar spine, and sacrum. Thus the
bursts occur in a standing wave pattern. Next, the in-burst oscillations in the thoracic, lumbar, and sacral
areas are in phase, and in opposite phase relative to the in-burst oscillations at the cervical level. Thus there
is also a standing wave pattern within each D8 burst and the in-burst oscillations encode the movement
phase information.

A 180 deg phase locking phenomenon, similar to the one observed between the cervical and the thoracic
to sacral levels but for EEG-EMG coherence, has also been reported in [21, p. 6].

EMG coherence across the ∼ 2cm distance between the adductor pollicis (AdP) and the first dorsal
interosseous (1DI) has been observed at ∼ 25Hz [17, Fig. 5 (G)], [16, Fig. 2 (D)] as the peak of ρ̂AdP,1DI(ȷω).
Here, the slower frequency of ∼ 12.5− 13.5Hz is observed across significantly larger (∼ 1m) distances. Also
observe that our coherence of about ∼ 0.3 is larger than the ∼ 0.24 observed in [17, Fig. 5 (G)], especially
since the former was observed across substantially longer distances.

4.2.6 Standing wave: control versus quadriplegic subject

The cervical electrode was positioned at C2-C3 on the upper trapezius, which is innervated by C2-C3. The
sacral electrode was positioned at S2-S4 on the latissimus, which is innervated by C6-C8. Since the injury
was at C5, the correlations r14, r41 provide a measure of the correlation of the innervation signals on both
sides of the spinal cord injury. The fact that r14, r4i > 0, as shown by Fig. 3, indicates that nerve impulses
pass through, or peripherally around, the injury area, consistently with the partial motor recovery.

Second, the standing wave pattern does not appear as clearly as for the control subject, as can be seen
from the defective “zero correlation nodes.” Nevertheless, it appears that there is some standing pattern
involving the thorax, lumbar spine, and sacrum, but not involving the neck. Again, this is fully consistent
with the C5 injury.

The abnormal synchronization observed on the quadriplegic subject is consistent with a similar observa-
tion made in [17, Fig. 3]: the loss of coherence between two single motor units of the first dorsal interosseus
(1DI) of a subject who had suffered a infarct of the right internal capsule. Along the same line, in [17, The
question of frequency], the lack of Magnetoencephalographic-EMG coherence at ∼ 10Hz led to the conjec-
ture that the “slow movement ∼ 10Hz drive may not be expressed at the level of the motor cortex” but may
involve the somatosensory cortex and the cerebellum. The fact that the quadriplegic subject had deficient
∼ 10Hz coherence provides some evidence in favor of this last conjecture. Ref. [33] points to the severage of
the sensory pathway as more specifically responsible for the deficient coherence.

Clinical results on another quadriplegic subject have recently been collected [15, 48], with the major
result that the cervical oscillator is chaotic while the sacral oscillator is not, with of course the impossibility
to have coherence between a chaotic and a nonchaotic motion.

3See Matlab Signal Processing toolbox function mscohere.
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4.3 Absence of sensory input

It is usually admitted that a CPG does not necessitate sensory input to produce a rhythmic motion, except
during entrainment and resetting [13, 45]. Here, during entrainment, the CPG certainly uses sensory input
from the mechanoreceptors. After entrainment, the spinal wave becomes self-sustained without practitioner’s
external pressure input. The extent of the involvement of the sensory-motor loop in the self-sustained spinal
wave phenomenon is unclear at this stage, but our conjecture is that some sensory input is still generated,
probably not as significantly as during entrainment/resetting. The situation would be a bit like the lamprey
experiment [45], where the mechanoreceptors send some internal sensory input to the spine [41], and an
anatomical loop closes.

The fact that a CPG does not necessitate sensory input to sustain a rhythmic motion does not, however,
preclude some sensory input to “modulate” the CPG [56]. This is, we believe, what happens here: the
CPG is modulated by the neck and sacrum oscillators to go in a standing wave pattern. In [38], it is
argued that the combination of a feedforward CPG oscillator and sensory feedback is the best strategy to
secure proper functioning in case of poor sensory feedback and external disturbances. The quadriplegic
subject case produces such an example: Our best assessment is that the burst fracture was at the place of,
or below, the dural-vertebral attachment, so that the neck sensory information was severely distorted, or
simply unavailable, resulting in a partial loss of the standing wave property, yet the spinal wave phenomenon
was still present.

5 Further discussion: anatomical loops and CPG circuitry model

5.1 Biological oscillators

The cervical and sacral anatomical loops are shown in Figures 7, 8. In both of them, it is conjectured that
the loop closes via the mechanoreceptors, which pick up muscle activity and send proprioceptive signals to
some specific plexus of the cord. Even though mechanoreceptors are distributed all along the lateral portion
of the human spine [57], it does not appear possible to elicit the wave other than by contact at the cervical
and sacral areas. This leads us to the conjecture that the neck and sacrum dural vertebral attachment [4]
play a crucial role in generating mechanoreceptor signals.

Naturally, for the feedback hypothesis to hold, the bandwidth of the dural mechanoreceptors should be
broad enough to allow for the observed D8 signal 4. Here, we refer to the experiment of [42, Fig. 1], showing
the spike response of mechanoreceptors to unit step pressure stimuli on the dura. From a more quantitative
point of view, the shortest latency of the mechanoreceptor response in the tentorium area was estimated to
be 27 msec [62, p. 414], which is consistent with the fundamental 13.5 Hz frequency reported in Section 3.1.
A related issue depicted in [42, Fig. 1] is the sensitivity of the mechanoreceptors, which respond only above
a certain pressure threshold on the dura. It has been consistently observed that the pressure necessary to
elicit the oscillation decreases along entrainment, which can be justified by the release of serotonin in the
cerebro-spinal fluid [54] along entrainment 5.

The factorization of the loop function PKH is meant to make the loop fit within the traditional control
paradigm, where H, the mechanoreceptors, are the sensors, K, the solar/sacral plexus, is the controller, and
P , the innervation of the various muscles, is the plant. In this setup, u = KHy, the nerve activity, is the
control input. At this stage, it appears difficult to identify P and KH separately, since this would require
monitoring the nerve activity u. However, an identification of the composite loop function PKH appears
possible. Indeed, the relationship y = (PKH)y indicates that KPH is an operator of which the observed
sEMG signal y is a Schauder fixed point.

The conjectured overall circuitry, showing the specific role of the cervical and sacral oscillators, is shown in
Figure 9. This model is based on a chain of bistable oscillators [24, 57], with their half centers controlling the
opposite motion of the right and left spinal muscles. In a certain sense, it is a bidirectional extension of the
model of [24, Fig. 1]. The latter only accommodates for a descending nearest-neighbor excitatory synaptic
pathway, while here there is an additional ascending pathway. In another sense, Fig. 9 is a distributed
parameter version of the “one CPG per joint” paradigm of [55, 38].

4Thanks to Dr. Rolf Johansson, Lund University, for bringing this to our attention.
5Thanks to Dr. D. Epstein for this insight.
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This model of course only explains the lateral wave, whereas the longitudinal wave might require other
concepts.
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Figure 7: Sensory-motor loop at cervical level. The hard lines are established pathways, whereas the
dotted lines are the conjectured paths through which the loop closes. This diagram is drawn using control
conventions: K is the controller, u is the control action, P is the plant, and H is the sensor array.

5.2 Synchronization of biological oscillators

It is conjectured that the standing wave pattern is the result of the synchronization at a distance of the
cervical and sacral oscillators. A generic theoretical foundation of synchronization of biological oscillators
has been proposed in [52, 53]. However, given the rather unique nature of the sacro-cervical synchronization,
a more specific synchronization mechanism, based on the network-theoretic concept of incident and reflected
waves, was developed in [28]. Spatio-temporal correlation techniques have indeed revealed that, when the
wave is still in the traveling mode, traveling bursts reflect on the neck and the sacrum [29].

A related paradigm is the synchronous pattern between the motor nerve firings of the wing and the tail of
the marine mollust Clione during hunting episodes [40, Figures 1, 2]. The connection with the sacro-cervical
D8 coherence can probably be established by performing a wavelet analysis of the signals of [40, Figure 1].

6 Conclusions

This paper can be looked at either (i) from the viewpoint of standing wave Central Pattern Generator (CPG)
or (ii) from the viewpoint of coherence at a significant distance.

From the CPG viewpoint, this paper is an extrapolation of the traveling wave CPG concept of [13],
inspired from the swimming of the lamprey, to a new standing wave CPG concept, better suited for research
subjects on the table. Since in both cases this CPG controls many degrees of freedom, at the limit it controls a
distributed parameter system, and especially since it involves a traveling wave before synchronization between
the distal ends, it is fair to conjecture that this CPG has a circuitry, along with mechanoreceptors, extending
all along the spine [57]. The latter is some departure from the other paradigm of simple circuit achieving
complex task [18]. The synchronization of the neck and sacral oscillators, concurrent with the standing
wave pattern, seems to involve sensory mechanoreceptor input. While the latter might be perceived as a
shift from the “no sensory input” paradigm, recent and independent research results [56, 38] are already
leaning towards a CPG concept that does not require sensory input to develop rhythmic oscillation, but that
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Figure 8: Sensory-motor loop at sacrum. The hard lines are established pathways, whereas the dotted lines
are the conjectured paths through which the loop closes. This diagram is drawn using control conventions:
K is the controller, u is the control action, and P is the plant, and H is the sensor array.

nevertheless utilizes sensory input for more complicated tasks. Indeed, while there is ample evidence that
rhythmic pattern can be generated without sensory input, such a complex behavior as synchronization at a
distance seems hard to explain without some sensory input.

The other point of view of coherence at a significant distance is closely related to the first one, as a standing
wave along a medium implies coherent motion between the distal ends, with the additional property of 0 deg
or 180 deg phase locking. Perhaps the most significant contribution of the paper is the confirmation of the
statement made in [17] that coordinated motion of different muscles involves EMG coherence at ∼ 10 Hz.
Another somewhat novel feature is that such coherence has been observed over distances significantly larger
than those already reported. From a pure signal processing point of view, perhaps another contribution of
the paper is the utilization of the DB3 wavelet decomposition in the hunt for coherences. As such, instead of
asking the question of at what frequency the coherence ρ̂ij(ȷω) is maximum as done in [17], here the question
has been rephrased as what subband of the DB3 wavelet decomposition reveals the best coherence. We also
offered a new technique, the “zero crossing nodes,” which detects coherence and the stronger standing wave
property.

The coherence frequency of ∼ 12.5− 13.5 Hz is at the low end of the β rhythm [36]. This is probably not
coincidental, as coherence at that frequency between EMG and EEG signals have been reported [21], but
this remains to be investigated further.

The conjectural feedback circuits proposed in Section 5 still need to be positively confirmed. Whether
the wave analysis can be used as a tool to asses spinal cord damage and/or recovery [46, 59, 6] is an issue
that is also currently being investigated.

Appendix: Proofs

Proof of Lemma 1. The function
(
fn gn

)
: [0, T ] × [0, L] → R2 is continuous as an eigenvector of an

integral operator with continuous kernel. Indeed, if
(
fn gn

)
were not continuous, because of the conti-

nuity of the kernel of

(
0 Y ∗

Y 0

)
,

(
0 Y ∗

Y 0

)(
fn
gn

)
would be continuous, contradicting the eigenvector

equation. �
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Figure 9: Overall CPG circuitry extending all along the spine. The diagram is drawn using neurophysiological
conventions: Each shaded cell is a bistable oscillator consisting itself of several neurons. There are inhibitory
connections between the left and right half centers. The vertical connection are excitatory. The vertical line
between the cord and the muscle mass denotes the distributed mechanoreceptors. It is a unique area, the
marginal neucleus, in which neurons (in particular α-motoneurons not shown) and mechanoreceptors are
congregated [57].

Proof of Lemma 2. It suffices to apply the trace theorem to the projection of the operator

(
0 Y ∗

Y 0

)
on its positive spectrum. This projection is clearly

∑
n σn

(
fn
gn

)(
fn gn

)
. Then the trace is

∑
n

σn

(∫ T

0

fn(t)fn(t)dt+

∫ L

0

gn(x)gn(x)dx

)
=
∑
n

σn

The left hand side of the preceding is clearly bounded, so is the right hand side. �

Proof of Theorem 1. It suffices to show that {RN
x,x′(s) :=

∑N
n,m=1 σnσmfn(t)fm(t+ s)gn(x)gm(x′) : N ∈

N∗} is a Cauchy sequence for the Hilbert-Schmidt norm [12, XI.6.4]; in other words, limN,M→∞ ||RN −
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RM ||HS = 0. Specifically,

||RN −RM ||2HS

:=

∫ ∫ ∫
(RN

x,x′(s)−RM
x,x′(s))2dxdx′ds

=

∫ ∫ ∫  M∑
m,n=N

σnσmfn(t)fm(t+ s)gn(x)gm(x′)

2

dxdx′ds

=

∫ ∫ ∫  M∑
n,m,k,l=N

σnσmσkσlfn(t)fm(t+ s)fk(t)fl(t+ s)gn(x)gm(x′)gk(x)gl(x
′)

 dxdx′ds

≤ 1

T

∫ ∫  M∑
n,m,k,l=N

σnσmσkσlgn(x)gm(x′)gk(x)gl(x
′)

 dxdx′

=
1

T

∫ ∫ ( M∑
n=N

σngn(x)

)2( M∑
l=N

σlgl(x
′)

)2

dxdx′

And convergence follows from the trace class property. �
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