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Abstract
It is shown that the gap that limits the speed of a quantum annealing process can take

three salient, stable morphologies: the super-steep, steep, and mild gaps. The difference is
the number of pairs of inflection points (2, 1, 0, resp.) near the gap. Classification of the
various singularities betrayed by the inflection points relies on the critical value curves of the
quadratic numerical range mapping of the matrix H0 + ıH1, where H0, H1 are the transverse
field and problem Hamiltonians, resp. In this representation, the ground level becomes the
generically smooth boundary of the numerical range, while the first excited level becomes an
interior non-smooth critical value curve generically exhibiting swallow tails. A super-steep
gap, or “anti-crossing,” is characterized by a swallow tail about to coalesce on the boundary,
whereas the two other cases do not critically involve swallow tails. Moreover, the positioning
of the swallow tail relative to the boundary provides a “magnifying lens” on the anti-crossing
otherwise difficult to visualize on the energy plots. Global properties of the ground versus first
excited levels are revealed by the Legendrian approach where the energy level curves become
Legendrian knots in the contact space. As an application important in many aspects, it is shown
that tunneling leaves its differential topological signature in the swallow tail associated with
a steep gap. More importantly, the stability of the singularities under perturbations calls into
question the topologically unstable Grover search, with the consequence of invalidating the
gap scaling estimates computed around the unstable singularity when uncertain parameters are
taken into consideration.

Introduction
Adiabatic Quantum Computations (AQC) endeavor to find the ground state of a problem Hamilto-
nian H1 proceeding from the known, easily prepared ground state of an initial Hamiltonian H0.
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(a) Super-steep gap where the two pairs
of inflection point can be related to the
swallow tail creating the minimum of λ2
(Th.8(2))
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(b) Steep gap where the inflection points of
the ground level λ1 are unrelated to the swal-
low tail creating the inflections points of the
first excited level λ1 (Th.8(1))

Figure 1: Steep versus supersteep gap. The maximum of the ground level and the minimum of the
first excited level are in general offset. Hence the gap occurs where the contact points between the
parallel tangents (solid lines) and the respective curves are vertically aligned.

The passage from the ground state of H0 to the ground state of H1 is accomplished through
a variant of the so-called continuation methods [2, 44, 68], that is, the algorithm—in its ideal
implementation—would track the ground state of H0p0(s) +H1p1(s) from s = 0 until s = 1, sub-
ject to the initial/terminal conditions p0(0) = p1(1) = 1 and p0(1) = p1(0) = 0. If (p0(s), p1(s))
is differentiable, the map s 7→ H0p0(s) + H1p1(s) is a curve from H0 to H1 in the subspace
spanR{H0, H1} spanned by H0 and H1 in the space of Hermitian matrices. The specific feature of
the quantum adiabatic continuation is that it tracks the solution to the Schrödinger equation with
time-varying HamiltonianH0p0(s(t))+H1p1(s(t)) from the ground state ofH0 to the ground state
of H1 via a scheduling s(t), s(0) = 0, s(tfinal) = 1, slow enough

(∣∣∣ds(t)dt

∣∣∣ small enough) so that
the solution remains close enough to the ground eigenstate all along the path. Except for some ex-
ceptional cases as the one of Sec. 5.2.1, the gap λ2(H0p0(s) +H1p1(s))−λ1(H0p0(s) +H1p1(s))
between the first excited eigenstate λ2 and the ground eigenstate λ1 reaches a minimum, assumed
to be nonvanishing, for some s ∈ [0, 1]. It is especially around that minimum that the integration
of the Schrödinger equation has to be slowed down, in a manner quantified by the adiabatic theo-
rem [57]. Clearly, the scheduling s(t) depends on the shape of the λ1(s) and λ2(s) curves—how
fast and how close they come together along the path. This motivates the study of the morphology
of the λ1, λ2 curves, how they are interrelated to produce the gap, and more importantly how the
inflections points that characterize their shapes should be classified in the differential category to
produce a topological discrimination of supersteep, steep and mild gaps.

The restriction that the strict inequality λ2(s)− λ1(s) > 0 remains in force ∀s can be justified
on the ground that this property is generic, that is, it is preserved under sufficiently small param-
eter variation, whereas an exact crossing λ2(s×) − λ1(s×) = 0 for some s× ∈ [0, 1] indicates a
nongeneric phenomenon [67] that disappears under arbitrarily small perturbation.

An outline of the paper follows.
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Figure 2: The gap as developed by von Neumann and Wigner [67] as an example of a mild gap.
The gap occurs where the tangents to the energy levels are parallel.

0.1 Conventional approach: energy level plots (Sec. 1)
The genesis of this paper is the observation that the λ1(s), λ2(s) eigen-energy level curves could
take two salient yet stable shapes: (i) the “supersteep” gap where λ2 has a steep descent and
λ1 a steep ascent, with the two curves curves nearly coming together in the “anti-crossing” phe-
nomenon [45] and (ii) the “steep gap” where λ2(s) − λ1(s) goes to a minimum steeply because
of the steep descent of λ2 while λ1 increases moderately. This is illustrated in Fig. 1 and justi-
fied on a benchmark problem in Sec. 5.2. Such configurations are stable in the sense that they
are topologically unaffected by a reasonably small change of parameters in H0 and H1. The case
where the λ1, λ2 curves actually intersect is an unstable phenomenon investigated in Sec. 1.1.
From the differential viewpoint, the anti-crossing or supersteep case means that both curves have
pairs of neighboring inflection points occurring nearly simultaneously along the adiabatic path.
Less striking is the “steep” case where λ2(s) has a pair of neighboring inflection points, but not
λ1(s). Finally, there is also a “mild” gap where neither λ1(s) nor λ2(s) have inflections points in a
neighborhood of arg mins∈[0,1](λ2(s)− λ1(s)), as shown in Fig. 2.

The problem is that, no matter how visually obvious the supersteep versus steep versus mild
distinction is, it relies on such quantitative features as how close the inflection points are and
how simultaneously they occur on λ1(s) and λ2(s). Clearly, we need a qualitative feature—a
topological invariant—that would classify the adiabatic problems in a manner consistent with how
steep the gap could be.

Since the classification is driven by inflection points, the analysis needs to be set within the
differentiable category (Sec. 2). Next, in order to get a broad view as to where the inflection
points could be and how close they could be, the path from H0 to H1 is closed by a return path
from H1 to H0. Since the classical affine interpolation p0(s) = 1 − s, p1(s) = s, 0 ≤ s ≤ 1,
cannot be differentiably extended to a cyclic path, we fix a circular path visiting H0 and H1 before
returning to H0 in a periodic pattern. Extending the adiabatic path to the unit circle S1 allows us to
develop invariants of the homotopy type, more specifically, the Arnold Legendrian invariants [3]
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and a “modified” Thurston-Bennequin invariant [73], as shown in Table 1. Next to the topological
invariants, a new invariant, the number of roots of λ2(s)− λ′′2(s), is developed in Sec. 3.6.

Besides homotopy considerations, closing the path brings other adiabatic problems in the pic-
ture: for example, the minimum energy level from θ = π to θ = 3π/2, that is, from −H0 to −H1,
ends at the opposite of the maximum energy level ofH1. Likewise, the path from θ = π to θ = π/2
terminates at the minimum level of H1, starting from the transverse field −H0.

Remark 1. Recently, there has be much interest in the so-called Exceptional Point Degeneracy
(EPD) [27], mainly due to the enhanced sensing capability collateral to the emergence of such
topological structure [40, 53, 72]. In a certain sense, an exceptional point is an exact crossing [27,
Fig. 2(a)] of energy levels for some parameter values [37, 38], with coalescence of eigenval-
ues, as here, and coalescence of eigenvectors, contrary to what happens here. Coalescence of
eigenvectors happens because EPD appears in nonHermitian quantum systems, where Parity-Time
(PT )-symmetry is substituted for the Hermitian property [76]. A PT -symmetric Hamiltonian H ,
defined by PT H −HPT = 0, retains real eigenvalues, yet allowing the modeling of nonequilib-
rium processes and the encoding of dissipative dynamics [51]. PT -symmetry is said to be broken
when the eigenvalues become complex as analytic continuations of the degenerate real eigenvalues
of some Hamiltonian [76]. Despite their elusive interpretations, complex energy levels are betrayed
by state flipping after an adiabatic path around such exceptional points (EPs) [27, 51]. The steep
gap, the central object of investigation here, can be interpreted in the quantum sensing context
as extreme sensitivity to the time parameter, in the same manner as EPs are extremely sensitive
to Hamiltonian parameters. Despite this possible cross-interpretation, a fundamental road block
between the two problems is the stability of the complex eigenvalues of EPD versus the instability
of the exact crossing in the present context of real eigenvalues. Certainly, nonHermitian quantum
systems could be analyzed in the same differential-topological spirit as the one developed here, but
the two contexts are different enough to warrant a further publication. �

Remark 2. Maintaining adiabaticity sometimes requires slowing down the process so much as
to open the floodgates to decoherence. The concepts of diabatic continuation [17] and Shortcut
To Adiabaticity (STA) [31] proceed from the premise that it is futile to enforce adiabaticity in
situations where jumping to higher excitation states entails only a small terminal error. Moreover,
the survey developed in the same Ref. [31] brings adiabaticity (or the lack thereof) to the much
broader abstraction where adiabatic invariance is ubiquitous, e.g., state transfer, counter-diabatic
driving, quantum dynamical cycles, etc. �

Remark 3. Among the exotic AQC applications with explicit gap considerations, one will mention
the wireless networking scheduling problem [69, 70] and the prime factorization problem [35]. The
former introduces a gap enlargement that applies to the terminal gap, in a rather diabatic approach.
The latter developed a STA digitized version of AQC where the number of gates increases as the
AQC gap decreases. �

Remark 4. Along a totally different line of applications, the same anti-crossing phenomenon
manifests itself in the Bode singular value plots of transfer matrices [75]. In particular, [75, Fig.
4.3] shows a supersteep anti-crossing while [75, Fig. 4.4] shows a mild gap. �
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0.2 Novel approach: critical value plots (Sec. 2)
Having set the problem within the differentiable category, we show that the eigenenergy levels
λk(s), k = 1, 2, ..., N , can be viewed as plots of critical values [13] of the quadratic energy function
〈z|H0p0(s)+H1p1(s)|z〉 defined over the unit sphere S2N−1. Recall that a critical value is the value
of a function at one of its critical point, that is, a point where its differential is rank deficient.

A visualization of the critical values is given by the field of values or numerical range of
H := H0 + ıH1 defined as F(H) := {〈z|H|z〉 : |z〉 ∈ S2N−1}, where N is the size of the
Hamiltonian. usually of the form 2n where n is the number of spins. By the Toeplitz-Hausdorff
theorem [34, 65], F(H) is compact and convex. It turns out that the (convex) boundary curve
somehow represents the ground state along the circular path visiting H0 and H1. Foundational in
the differential topological viewpoint is that this boundary is a critical value curve of the mapping
|z〉 → 〈z|H0 + ıH1|z〉 defined over the (2N − 1)-sphere. In addition, there are other critical value
curves in the interior; in particular, the critical value curve closest to the boundary represents the
first excited state along the circular path (see Fig. 3). In this setting, the energy gap λ2(s)− λ1(s)
is the “distance” between the two critical value curves, in a sense illustrated by Fig. 5(b).

Remark 5. Following in the footsteps of [33, 43, 45], Spitkovsky and Weiss [62] developed a
quantum phase transition interpretation of the boundary of F(H). �

Remark 6. The plots of critical values of smooth functions defined over a compact differentiable
manifold (e.g., the unit sphere) was demonstrated to be a powerful differential topological tool in
both the stratification of the space of differentiable functions [13] and robust control [44]. �

0.3 Swallow tails and new invariant (Sec. 3)
Besides providing a new graphical representation of the energy levels, the new feature revealed by
the numerical range is the presence of cusps forming swallow tails on the first excited critical value
curve (see Fig. 3). A cusp is a stable singular point where two branches of a curve converge to a
common tangency point, the two branches being on either side of the tangent (Sec. 3.4). A swallow
tail is a generic singularity phenomenon consisting of two cusps that are connected by an arching
edge abutting the tangents at the cusps and a crossing of the two branches abutting the tangents on
the other side of the connecting arc (see Fig. 5(b)).

Most importantly, in the class of problems classically characterized by a (super)steep energy
anti-crossing, the gap in this new formulation occurs between the arching edge connecting the two
cusps of the swallow tail of the first excited state and the boundary curve of the ground state (see
Fig. 6 for a theoretical illustration and Fig. 14for a real adiabatic problem).

Regarding the “mild” gap, it is topologically different in that the local minimum between the
boundary and the first excited critical value curve does not occur at a swallow tail, as shown by
Fig. 16, top left-hand panel.

In the s-parameterization of the critical curve of the first excited level, the cusps are located
at the s-solutions of λ2(s) + λ′′2(s) = 0, which may or may not exist. Existence of a pair of
solutions is precisely the topological invariant necessary for a steep gap and is the gateway to the
supersteep gap. The boundary would require inspection of λ1(s) + λ′′1(s), which generically does
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not go to zero, but could take small values creating points of extreme curvature in the boundary.
It is precisely the closeness of those extreme curvature points on the boundary and the cusps that
determines the morphology of gap. For this reason, it is convenient to plot the λk(s) + λ′′k(s),
k = 1, 2, curves as done in Figs. 12- 16.

Regarding inflection points, it is futile to look for existence of inflection points, because a
theorem by Tabachnikov [3], [63] implies that the equation λ′′k(s) = 0 with periodic left-hand side
always has at least 2 solutions. This implies that characterizing a (super)steep gap by existence
of inflection points is inadequate, unless the distance between inflection points, their number, and
their locations along the adiabatic path are taken into consideration.

Remark 7. A swallow tail typically occurs when tomographically projecting a 3-dimensional
object (e.g., a glass torus) to a 2-dimensional space; see [3, 4, 6, 16] for precise exposition. �

0.4 Legendrian classification (Sec. 4)
The critical value curves, all closing on themselves with crossings and other singularities, are
classified up to Reidemeister moves in accordance with (i) Arnold’s winding number and Maslov
index and (ii) a “modification” of the Thurston-Bennequin number (see Table 1). This requires an
orientation, that is, a traveling direction along the critical value curve and a co-orientation vector
orthogonal to the curve (see Fig. 7). The co-orientation vector is continuous across the cusps and
defines a local argument θ of the curve in the complex plane. With the contact element, the critical
value curves in the complex plane are lifted to the 3-dimensional contact space with coordinates
(<,=, θ), to become Legendrian curves allowing for a global analysis to reveal self-knotting of a
single curve and linking of two curves.

This part entails a theoretical new concept: the modification of the critical value curve γ2 to
comply with the Thurston-Bennequin number that does not allow vertical tangents. This modifi-
cation where vertical tangents are replaced by cusps is illustrated in Fig. 9.

0.5 Hamming weight plus barrier: emergence of swallow tail (Sec. 5)
We introduce a specialized Quadratic Binary Optimization (QBO) problem that minimizes a “Ham-
ming weight plus barrier” function. The height and the position of the “barrier” are manipulated
to illustrate the various gap topologies and how they relate to swallow tails (Sec. 5.2).

Probably the ultimate quantum adiabatic interpretation of a swallow tail, especially when it
coalesces on the boundary, is that, for the “Hamming weight plus barrier” Hamiltonian [57] and
conjecturally other problems [41], it is a differential-topological signature of tunneling. The pa-
rameters of the barrier can indeed be adjusted so that the adiabatic process tracking the ground
state of H0po(s)+H1p1(s) is forced to tunnel through the barrier to reach the ground state, leaving
a swallow tail signature on the critical value curves (Fig. 11).
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Figure 3: Geometry of the critical values. The representation of CPN−1 as a sphere is only valid
for N = 2 as CP1 ∼= S2.

1 Energy level adiabatic gap
Traditionally, the adiabatic path is defined as p0(s) = 1 − s, p1(s) = s, s ∈ [0, 1]. To investigate
the global homotopy properties, it can easily be extended to a rhombus passing through the fixed
points, or vertices, V = {(1, 0), (0, 1), (−1, 0), (0,−1)} ⊂ R2. Call this path prh. However, the
lack of differentiability at the fixed points make this path inadequate for differential topological
investigations. Here, as in [43], we will take the following “master” path, an embedding of [0, 1]
into R2 \ (0, 0),

Hπs
2

:= H0 cos
πs

2
+H1 sin

πs

2
, s ∈ [0, 1], (1)

easily extendable from s ∈ [0, 1] to s ∈ [0, 4] as a circle passing through the fixed points. Call
this path pcirc. The above is referred to as master path, because by various isotopies it could it be
enlarged to yield other paths that would yield the same results regarding the morphology of the
gap, hence removing the dependency of the analysis on a specific path.

There is however a caveat that is easily seen by observing that (1) is more than an embedding
in the traditional sense of [39, Sec. 1.3]; in addition to the traditional first order property of
immersion, the Hessian [39, Sec. 6.1] has constant inertia (+,+, ...,+). Therefore, if we define
an isotopy Fτ : (0, 1) × [0, 1] ↪→ R2 \ (0, 0) from

◦
pcirc = p◦ \ {(1, 0), (0, 1)} to Fτ

◦
pcirc this new

embedding should preserve the inertia as (+,+, ...,+). Moreover, the recover the fixed point,
set lims↓0 Fτ

◦
pcirc(s) = (1, 0), with a similar restriction for the other fixed points. Note that with

such an isotopy, one cannot quite get from pcirc to prh because the inertia of the latter is (0,0,...,0);
however, one can get arbitrarily close to it. To summarize, one can argue with a variety of paths,
all isotopic to pcirc

∼= S1, all giving the same differential topological morphology of the gap.
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Note that any path p in the plane maps to a path in the space RN2 of Hermitian matrices with
the same differential topological properties.

1.1 Genericity of anti-crossing
Let us generalize the problem by bringing intermediate Hamiltonians, Hi1 , ..., Him−1 in the adia-
batic path in an attempt to open the gap. Such a path would evolve in span{H0, Hi1 , ..., Him−1 , H1}
and be of the form

Hp(s) := p0(s)H0 + pi1(s)Hi1 + ...+ pim−1(s)Him−1 + p1(s)H1,

where, as for the 1-dimensional case, it is convenient to restrict ourselves to those paths whose ho-
motopy deformation to the Sm sphere is an isotopy. Restricting the path to Sm brings the following
often overlooked result:

Theorem 1 (von Neumann-Wigner adiabatic theorem [67]) For m ≤ 2, the subset of Hamil-
tonians {Hp : p ∈ Sm, λi(Hp) 6= λj(Hp) for i 6= j} with single eigenvalues is open and dense
(generic) in the set of all Hamiltonians {Hp : p ∈ Sm}, but for m ≥ 3 the genericity of the “no
multiple eigenvalue” property fails. �

The corollary is that the anti-crossing property is generic form = 1, but this genericity survives
only up to m = 2, that is, only one intermediate Hamiltonian preserves the genericity of the anti-
crossing. As of m = 3, the genericity of the anti-crossing is lost, and the λ1 and λ2 curves could
intersect.

The same threshold appears in the crucial convexity property of the (m + 1)-block joint nu-
merical range:

{
(
〈z|H0|z〉, 〈z|Hi1|z〉, ..., 〈z|Him−1|z〉, 〈z|H1|z〉

)
: 〈z|z〉 = 1, z ∈ CN}.

While under the realistic assumption that N ≥ 2 the joint range is convex for m = 2, the situation
becomes drastically different for m ≥ 3 (see [33]).

2 Energy levels as critical values
Defining θ := πs

2
, clearly, the various energy levels along the extended master path (0 ≤ s ≤ 4)

are the eigenvalues of H0 cos θ +H1 sin θ =: Hθ. This motivates the definition of the function

fθ : S2N−1/S1 ∼= CPN−1 → R,
z 7→ 〈z|H0 cos θ +H1 sin θ|z〉.

Note that the domain of definition of the function fθ has been redefined as the (2N−1)-dimensional
sphere quotiented out by the unit circle phase factor, which has no effect on the quadratic form.
The various energy levels are recovered by taking |z〉 to be the various eigenvectors.

Recall that the differential dzfθ : TzCPN−1 → R of fθ at z is the unique linear form such that

dzfθ(δ)− (〈z + δ|Hθ|z + δ〉 − 〈z|Hθ|z〉)
‖δ‖

→ 0, as δ ∈ TzCPN−1 → 0,

8



with explicit expression 〈z|Hθ|δ〉 + 〈δ|Hθ|z〉. A critical point z0 is defined as dz0fθ(δ) = 0,
∀δ ∈ TzCPN−1, and fθ(z0) is the critical value. In the following, we can safely identify CPN−1

and S2N−1, so that TzCPN−1 = z⊥.

Lemma 1 The critical points (values) of fθ are eigenvectors (eigenvalues) of Hθ and vice versa.

Proof. If |z〉 is a critical point, that is, dzfθ(δ) = 2〈δ|Hθ|z〉 = 0, ∀δ ⊥ z, the decomposition
Hθ |z〉 = α |z〉 + βδ yields 〈δ|Hθ|z〉 = β‖δ‖2 = 0. Hence β = 0 and |z〉 is an eigenvector with
eigenvalue α = λ. Conversely, if Hθ |z〉 = λ |z〉, we have dzfθ(δ) = 2〈δ|Hθ|z〉 = λ〈δ|z〉 = 0 .

Clearly, Hθ =
(
cos θ sin θ

)(H0

H1

)
, but to remain in the analytic function framework, we

prefer to rewrite it as
fθ(z) = <

(
e−ıθ〈z|H0 + ıH1|z〉

)
.

Geometrically (see Fig. 3), this means that fθ(z) is the orthogonal projection of 〈z|H0 + ıH1|z〉 on
Reıθ, the half-line with argument θ drawn from the origin of C. Taking |z〉 to be the kth eigenvector,
〈z|H0 + ıH1|z〉 projects onto the corresponding eigenvalue, that is, the energy level λk(θ).

More formally, defining

f : S2N−1/S1 ∼= CPN−1 → C,
z 7→ 〈z|H0 + ıH1|z〉,

the function fθ decomposes as fθ = pReıθ ◦f . Defining the numerical range or field of values [45]
ofH := H0+ıH1 asF(H) := f(CPN−1), the decomposition of fθ can be depicted, more formally
than by Fig 3, by the following diagram:

CPN−1 f−→ F(H)
fθ
↘ ↓ pReıθ

Reıθ

(2)

By the Toeplitz-Hausdorff theorem [32], F is compact and convex.
The numerical range mapping has critical points, that is, points z0 where rank(dz0f) < 2,

where dz0f : Tz0CPN−1 → C denotes the differential of f at z0. The differentials of f and fθ are
related as dzfθ = <

(
e−ıθdzf

)
. This immediately leads to

Corollary 1 A critical point of fθ is a critical point of f . Conversely, if z is a critical point of f
such that rank(dzf) = 1, there exists a unique θ (up to a multiple of π) such that z is a critical
point of fθ. If rank(dzf) = 0, z is a critical point of fθ for all θ’s.

Proof. Observe that dfθ(δ) = 2
(
cos θ sin θ

)(<〈z|H0|δ〉
<〈z|H1|δ〉

)
is linear (but not complex analytic) in

δ. Likewise, dzf(δ) = 2
(
1 ı

)(<〈z|H0|δ〉
<〈z|H1|δ〉

)
is also linear (but not complex analytic) in δ. From

there, the result should be obvious.
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The locus of the f(z0)’s for the various critical points z0 splits into several critical values curves
embedded in F . One such critical value curve is the boundary curve, ∂F , while the other curves
are in the interior of F . The main distinction between the boundary curve and the others is that the
former is generically smooth, while the others are singular, with cups combining to form swallow
tails. These topics are addressed in the forthcoming section in much more details than in [43, 45].

The critical value curves of Fig. 3 were constructed as the envelopes of lines orthogonal to
Reıθ. Now we prove the converse:

Proposition 1 The line orthogonally projecting the critical value f(z0
θ) onto Reıθ is tangent to the

critical value curve passing through f(z0
θ).

Proof. Consider the critical point z0
θ ∈ CPN−1, associated with some eigenvalue of Hθ, along with

the critical curve γ passing through it. To prove the theorem, it suffices to show that

dz0θ (fθ|γ) = 0.

But since z0
θ is a critical point of fθ, dz0θfθ = 0. Hence the proof.

Finally, we look at the rank 0 critical values.

Lemma 2 The rank(dz0f) = 0 critical points of f are the eigenvectors of H .

Proof. Let [z] denote the equivalent class {zeıθ : θ ∈ [0, 2π)}. Observe that TzCPN−1 is the space
[z⊥] orthogonal to z in the sense that 〈[z]|[z⊥]〉CPN−1 =

[
〈z|z⊥〉S2N−1

]
= 0. Hence, if z0 is an

eigenvector and [δ] ∈ [z0⊥], it follows that dz0f(δ) = 〈[z0]|H|[δ]〉 + 〈[δ]|H|[z0]〉 = 0 since each
term vanishes. Conversely, if dz0f(δ) = 0, pulling the arbitrary global factors of [δ] and [z0] from
the terms of the sum 〈[z0]|H|[δ]〉+ 〈[δ]|H|[z0]〉, which becomes <(〈z0|H|δ〉 exp(ıφ)) = 0, where
φ is the consolidated phases of δ and z0, it follows that the latter sum equals zero only if each term
vanishes. Hence z0 is an eigenvector.

Remark 8. The proof of Lemma 2 is already in [45], but is here considerably simplified by arguing
in the complex projective space as opposed to the sphere. �

3 Critical value curves and their singularities
The overarching assumption while crafting the singularity landscape is that the eigenvalues of Hθ

are pairwise distinct and listed as

λ1(θ) < λ2(θ) < λ3(θ) < ... < λN(θ), ∀θ ∈ [0, 2π]. (3)

This does not mean that λ2 stays at a safe numerical distance from λ1; quite on the contrary, in
general, there will be some angle at which λ2 − λ1 will be numerically indistinguishable from 0.
This is illustrated in Fig 4 where some swallow tails get very close to the boundary.
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(a) Fairly generic γ1, γ2 critical value curves. Observe
the swallow tail at a 45◦ deg angle where the minimum
gap occurs. Also observe the tendency of the edge of
the γ2 swallow tail to align itself with an area of mini-
mum curvature of γ1.
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(b) Less generic case revealing the unexpected configura-
tion of double swallow tail. This pairing is caused by the
four sides of the boundary quadrangle each consisting of
two branches of small curvature at a shallow angle with
the edges of the swallow tails attempting to connect to the
low curvature branches.

Figure 4: Critical value curve of 4-qubit Ising chainH1 with y-transverse fieldH0, onsite potentials
c, d on H1, H0, resp., and random perturbations [−ε,+ε] on H1 and H0

3.1 Analytic category
Since cos(θ) = (eıθ + e−ıθ)/2 and sin(θ) = (eıθ − e−ıθ)/2ı, the operator Hθ can be redefined
as H(eıθ) = H0(eıθ + e−ıθ)/2 + H1(eıθ − e−ıθ)/2ı, and the eigenvalues λk(eıθ) of H(eıθ) can
be viewed as functions of z = eıθ defined on the unit circle T of the complex plane, soon to be
extended to a (nonsimply connected) neighborhood N (T) of the unit circle.

Lemma 3 Under Conditions (3) on the eigenvalues, λk(z) is complex analytic (but real valued) in
a neighborhood N (T) of the unit circle. Moreover, λk(eıθ) viewed as a function of θ ∈ [0, 2π] is
real analytic.

Proof. Following Kato [48, Chap 2, Sec. 1], the λ-roots of det(λI − H(eıθ)) = 0 are branches
of complex analytic functions of eıθ restricted to a simply connected domain, say θ ∈ [0, 2π).
Since the eigenvalues are pairwise distinct, all such complex analytic functions are single-valued.
Moreover, since H(eıθ) is periodic, so are its eigenvalues, all of which are real-valued. Hence the
domain can be extended to the whole T, even to a neighborhood N (T) sufficiently small so that
Conditions (3) still hold off T. As for the real analyticity, consider the following composition of
real analytic functions: θ → (cos(θ), sin(θ)) → (<(Hθ),=(Hθ)) → λk(θ). By the Faà di Bruno
formula [50, Proposition 1.4.2], this composition of real analytic functions is real analytic.

Lemma 4 Under the same conditions (3) on the eigenvalues, the eigenprojections Pk(eıθ) of the
eigenvalues λk(eıθ) are complex analytic in a neighborhoodN (T) of the unit circle. Moreover, the
eigenvectors zk : N (T)→ CPN−1 are complex analytic.
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Proof. The first part is in Kato [48, Chap. 2, Sec. 4]. For the second part, observe that Pkv is
complex analytic, ∀v ∈ CN . Since Pk = vkv

†
k, it follows that Pkv = zk(z

†
kv) is complex analytic.

It remains to show that zk is complex analytic. Assume by contradiction that one of its component,
say zk1, is not. Pick v = (1, 0, ..., 0)†. It follows that vk,1v

†
k,1 is not complex analytic. But this

contradicts the analyticity of (Pk)11.
While the preceding lemma guarantees existence of complex analytic eigenvectors, we now

develop an explicit construction method:

Corollary 2 Under the same pairwise distinct condition (3) on the eigenvalues of Hθ, for any
` ∈ {1, ..., N} and ∀θ ∈ [0, 2π), all (N − 1) × (N − 1) principal minors of Hθ − λ`I are
nonvanishing.

Proof. Since λ1(θ) < ... < λN(θ) are pairwise distinct, so are

λ1(θ)− λ`(θ) < ... < λ`−1(θ)− λ`(θ) < 0 < λ`+1(θ)− λ`(θ) < ... < λN(θ)− λ`(θ), ∀θ. (4)

Assume, by contradicting hypothesis, that a principal minor vanishes at θ∗. Without loss of gen-
erality, assume that this minor is in the top left-hand corner position in λ`(θ∗)I − Hθ∗ . By local
unitary transformations (they need not be analytic), the last row and columns of the N ×N matrix
can be brought to vanishing form to reflect the cancellation of the determinant at θ∗. Since this top
left-hand corner submatrix is Hermitian and singular, by another series of local unitary transforma-
tions (they need not be analytic), the (N − 1)th row and column of the top left-hand corner block
can be manipulated to vanish. But then it is evident that the rank of λ(θ∗)I −Hθ∗ drops to N − 2,
which can only occur when among {λk(θ∗) − λ`(θ∗)}Nk=1,6=` a difference of eigenvalues vanishes.
But this contradicts (4).

To put it simply, if we were to plot all (N − 1) × (N − 1) minors of λ`(θ)I − Hθ versus θ,
none of them would cross the 0-level.

Choosing a particular (N−1)×(N−1) minor specified by the position it occupies in λ`(θ)I−
Hθ and guaranteed to be nonsingular across the unit circle T, an eigenvector

∣∣zk(eıθ)〉 can be
constructed using elementary linear algebra. Temporarily ignoring the normalization, construction
of
∣∣zk(eıθ)〉 only entails rational operations and

∣∣zk(eıθ)〉 is analytic. The normalization requires
the nonanalytic operation of conjugation; however, it can be made analytic by setting eıθ = z
and e−ıθ = z−1. (For a formalization of this para-conjugation operation, (eıθ)‡ = z−1), see [8].)
Hence z‡kzk is analytic and by proper scaling its square root can also be made analytic. Therefore,
the normalized eigenvector is analytic in z in a neighborhood of the unit circle T.

Remark 9. Lemma 4 has been proved in the simplest possible setting. It is noted that this lemma is
just a manifestation of a broader set of results along the lines of the analytic Doležal theorem [61]
and the spectral factorization [20]. Moreover, the latter reveals that the eigenvector zk is defined
only up to an inner factor. �

Remark 10. There is an overlap between between Lemma 4 and Corollary 2, in the sense that the
analyticity result of the former could be used to prove existence of a nonsingular principal minor.
Indeed, if such a minor would not exist, the construction of the eigenvector zk(θ) that is analytical
over the entire unit circle would require a partition of unity, which does not exist in the analytical
category. �
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3.2 Curvature
As per Proposition 1, and as illustrated in Fig. 3, the critical λk-value curve is the envelope of the
lines with complex argument θ ± π/2 drawn from λk(θ)e

ıθ. The equations of the critical λk-value
curve γk(θ) = xk(θ) + ıyk(θ) are given by

yk sin θ + xk cos θ − λk(θ) = 0,
( yk sin θ + xk cos θ − λk(θ) )′ = 0,

where (·)′ denotes the derivative relative to θ. After some manipulation, this yields the parametric
equations

xk(θ) = λk(θ) cos θ − λ′k(θ) sin θ,

yk(θ) = λk(θ) sin θ + λ′k(θ) cos θ.

A singular point of the critical k-value curve is a point such that x′k(θ) = y′k(θ) = 0. Some further
manipulation on the above yields

x′k(θ) = −(λk(θ) + λ′′k(θ)) sin θ, (5)
y′k(θ) = (λk(θ) + λ′′k(θ)) cos θ. (6)

Therefore, the singular points of the k-critical value curve are given by λk(θ) + λ′′k(θ) = 0.
The arc length of the k-curve is given by

ds2
k = (λk(θ) + λ′′k(θ))

2dθ2. (7)

The curvature of the k-curve is given by

κk :=
dθ

dsk
= ± 1

λk(θ) + λ′′k(θ)
. (8)

The quantity λk(θ) +λ′′k(θ) therefore has a two-fold importance: First, by Eq. (5)- (6), λk(θ) +
λ′′k(θ) = 0 means that (xk(θ), yk(θ)) is a singular point of the critical k-value curve and, secondly,
by the above, λk(θ) + λ′′k(θ) dictates the curvature of the critical k-value curve. To determine
the sign of the curvature, first observe that θ is measured trigonometrically, but in addition an
orientation, that is, a direction to circulate along the curve, more precisely, an assignment of a sign
to dsk, is necessary. It is common practice to take the orientation trigonometric as well. To solve
the± ambiguity, the following technical result, which relates the curvature to the eigenstructure of
the Hamiltonian, is needed:

Lemma 5

λk(θ) + λ′′k(θ) = 2〈zk(θ)|H ′θ(λk(θ)I −Hθ)
+H ′θ|zk(θ)〉, (9a)

= 2
∑
`6=k

|qk,`(θ)|2
1

λk(θ)− λ`(θ)
, (9b)

where zk(θ) is the (normalized) eigenvector associated with λk(θ), (·)′ denotes the derivative rel-
ative to θ, (·)+ denotes the Moore-Penrose pseudo-inverse, and

qk,`(θ) := 〈z`(θ)|H ′θ|zk(θ)〉. (10)
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Proof. Eq. (9a) is a corollary of a general result [33, Th. 3.7(.3)] about numerical ranges; for
the specific details related to adiabatic computation, see [43, Sec. 4.2.2]. To keep the exposition
self-contained, the relevant material is reviewed in Appendix B. Eq. (9b) stems from the expansion
H ′θ |zk〉 =

∑
` qk,`(θ)z`(θ) in terms of the eigenbasis ofHθ and the definition of the Moore-Penrose

pseudo-inverse as

(λkI −Hθ)
+ = Udiag

{
1

λk − λ1

, · · · , 1

λk − λk−1

, 0,
1

λk − λk+1

, · · · , 1

λk − λN

}
U †,

where U is the matrix of eigenvectors of Hθ.
To resolve the± ambiguity in Eq. (7), start with the boundary γ1 in the generic case where it is

smooth. An elementary geometric argument reveals that the curvature is positive, but by Lemma 5
λ1(θ) + λ′′1(θ) < 0. Therefore, the negative sign prevails for k = 1.

Besides the k = 1 case for which the curvature is obviously nonnegative, generically positive,
Lemma 5 as it stands does not shed light on the curvature of the γk>1 curves. However, averaging
over k > 1 and θ allows us to identify those segments of the first and higher excitation curves that
have negative curvature. We need the following lemma:

Lemma 6 The critical value curves γk and γN−k+1 have the same images; precisely, γk([0, 2π)) =
γN−k+1([0, 2π)). Moreover, there exists an involution γk([0, 2π))→ γk([0, 2π)) given by γk(θ) 7→
γk(θ + π).

Proof. On the λ-coordinate axes with arguments θ and θ + π, it is easily seen that λk(θ) =
−λN−k+1(θ+π), as coordinates. However, if λk(θ) denotes the geometrical point with corrdinate
λk(θ), we have λk(θ) = λN−k+1(θ + π). If γ[λ(θ)] denotes the point of contact of a critical value
curve with the tangent raised from λ(θ) perpendicular to the line of argument θ or θ + π, we have
γ[λk(θ)] = γ[λN−k+1(θ + π)]. The left-hand side can be associated with the k-curve while the
righ-hand side is associated with (N − k + 1)-curve. Hence γk([0, 2π)) = γN−k+1([0, 2π)). From
there we define the involution γk(θ) 7→ γk(θ + π).

In simple terms, the involution takes a point with normal θ on a critical value curve and maps
it to the point on the same curve with normal θ + π.

To proceed to the averaging procedure, observe that the Fourier expansion of Trace(Hθ) has
only the fundamental without constant term. Therefore, Trace(Hθ) + d2

dθ2
Trace(Hθ) = 0, and in

further,
N∑
k=1

(λk(θ) + λ′′k(θ)) = 0.

Assuming that N is even as is the case in adiabatic quantum computations, we group the various
terms as follows:

N/2∑
k=1

(
(λk(θ) + λ′′k(θ)) +

(
λN−k+1(θ) + λ′′N−k+1(θ)

))
= 0,

the idea being that, via the involution, every (closed) curve has two points of contact with the
tangent orthogonal to eıθ, as see in Lemma 6. Clearly, k = 1 corresponds to the boundary. Since it
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is generically smooth and convex, its curvature is positive, viz.,

((λ1(θ) + λ′′1(θ)) + (λN(θ) + λ′′N(θ))) < 0,

But then
N/2∑
k=2

(
(λk(θ) + λ′′k(θ)) +

(
λN−k+1(θ) + λ′′N−k+1(θ)

))
> 0,

which implies that the average curvature is negative—if the ± ambiguities can be resolved.
Using Lemma 6, the inequality for the ground curve can be rewritten

(λ1(θ)− λ1(θ + π)) + (λ′′1(θ)− λ′′1(θ + π)) < 0.

Regarding the higher excitation curves, we get

N/2∑
k=2

((λk(θ)− λk(θ + π)) + (λ′′k(θ)− λ′′k(θ + π))) > 0.

Noting that λ1(θ) and (−λ1(θ + π)) have the same sign, with a similar observation for the other
terms, we get

Proposition 2
2π∫

0

(λ1(θ) + λ′′1(θ)) dθ = −
2π∫

0

N/2∑
k=2

(λk(θ) + λ′′k(θ)) dθ. (11)

To translate the above into a curvature statement, an orientation and a co-orientation, that is, a
direction normal to the curve, must be agreed upon consistently for both the ground and the higher
excitation curves. For the ground level, the orientation is trigonometric and the co-orientation
eıθ points outward from the closed curve. The co-orientation eıθ of the higher excited levels points
outward as for the ground level. The orientation of the higher excitation levels requires some deeper
consideration to make it consistent with that of the ground level. It is a phenomenon, justified later,
that around tight gaps, the edges of the swallow tails get close to the boundary, making it imperative
to make the orientation of the higher excitation levels at the swallow tail edges consistent with the
ground level. With these considerations, with λ1 + λ′′1 < 0 yet the curvature positive, it follows
that the left-hand side of Eq. (11) is −κ−1

1 . For the higher excitation curves, since λk +λ′′k changes
sign, yet the sign of the curvature remains constant, there is a need to change the ± sign across the
cusps. Let the cusps be labelled with an odd number if the orientation departs from the cusp of a
swallow tail along its edge and with an even number of the orientation of the edge terminates at
the cusp. Hence the integral of the right-hand side of Eq. (11) should be broken as

∑
m odd

(∫ θm+1 even

θm odd

(·)dθ −
∫ θm+2 odd

θm+1 even

(·)dθ
)
,

where the sum is extended over one cycle around every k-curve. Hence,

15



Proposition 3

−
2π∫

0

κ−1
1 (θ)dθ = −

∑
m odd

±∫ θm+1 even

θm odd

N/2∑
k=1

κ−1
k (θ)dθ ∓

∫ θm+2 odd

θm+1 even

N/2∑
k=1

κ−1
k (θ)dθ

 ,

where the ±,∓ ambiguities must be resolved from Eq. 8 on a case-to-case basis.

3.3 Boundary curve
The smoothness—or the lack thereof—of the boundary of F(H) was investigated in [45] and the
relevant results are summarized in Proposition 8 of Appendix A. Here we address essentially the
same problem, but from the novel point of view of λ1(θ) + λ′′1(θ).

Theorem 2 If the matrix commutator [H0, H1] has no eigenvalues at 0, λ1(θ) + λ′′1(θ) 6= 0, ∀θ.
Conversely, if [H0, H1]|z1(θ)〉 = 0 for |z1(θ)〉 the eigenvector of Hθ associated with λ1(θ), then
λ1(θ) + λ′′1(θ) = 0 for that particular θ.

Proof. We prove the first statement by contradiction. By the Lemma (5), λ1(θ) + λ′′1(θ) = 0 for
some θ together with λ1(θ)I − Hθ ≤ 0 implies that (λ1(θ)I − Hθ)

†H ′θ|z1(θ)〉 = 0. The pre-
ceding in turn implies that H ′θ|z1(θ)〉 must be the eigenvector of (λ1(θ)I − Hθ) associated with
the 0 eigenvalue, that is, the eigenvector z1(θ) of Hθ associated with λ1(θ). Thus H ′θ|z1(θ)〉 =
ν1(θ)|z1(θ)〉 for some, possibly vanishing, ν1(θ). Premultiplying H ′θ|z1(θ)〉 = ν1(θ)|z1(θ)〉 by
Hθ, premultiplying Hθ|z1(θ)〉 = λ1(θ)|z1(θ)〉 by H ′θ and subtracting the resulting equalities yields
[H0, H1]|z1(θ)〉 = 0.
Conversely, proceeding from H0H1|z1(θ)〉 = H1H0|z1(θ)〉, multiplying both sides of the equal-
ity by cos2 θ + sin2 θ, and rearranging terms yields HθH

′
θ|z1(θ)〉 = H ′θHθ|z1(θ)〉. Recalling that

Hθ|z1(θ)〉 = λ1(θ)|z1(θ)〉, the preceding becomes HθH
′
θ|z1(θ)〉 = λ1(θ)H ′θ|z1(θ)〉 and in turn

(λ1(θ)I −Hθ)H
′
θ)|z1(θ)〉 = 0. By the definition of the Moore-Penrose pseudo-inverse, this im-

plies (λ1(θ)−Hθ)
†H ′θ|z1(θ)〉 = 0 and in turn λ1(θ) + λ′′1(θ) = 0.

Th. 2 linked λ1 + λ′′1 = 0 to the the singularity of the commutator [H0, H1]. In yet another
interpretation, λ1 + λ′′1 = 0 can be reformulated in terms of a common eigenvector of H0 and H1

or alternatively a common eigenvector of H and H†.

Theorem 3 λ1(θ) +λ′′1(θ) = 0 for some θ implies that H0 and H1 have a common eigenvector (or
alternatively, H and H† have a common eigenvector, H |z〉 = µ |z〉, H† |z〉 = µ∗ |z〉). Conversely,
if H0 and H1 have |z1(θ)〉 as common eigenvector, then λ1(θ) + λ′′1(θ) = 0.

Proof. λ1(θ) + λ′′1(θ) = 0 for some θ implies that 〈z1(θ)|H ′θ(λ1(θ)I −Hθ)
†H ′θ|z1(θ)〉 = 0, which

in turn implies that H ′θ|z1(θ)〉 is the eigenvector of Hθ corresponding to λ1(θ). Thus |z1(θ)〉 is an
eigenvector of H ′θ and H ′θ |z1(θ)〉 = ν1(θ) |z1(θ)〉 for some possibly vanishing ν1(θ). Hθ and H ′θ
sharing the eigenvector |z1(θ)〉 can be rewritten as

(H0 cos θ +H1 sin θ)|z1(θ)〉 = λ1(θ)|z1(θ)〉,
(−H0 sin θ +H1 cos θ)|z1(θ)〉 = µ1|z1(θ)〉.
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Multiplying the first equality by cos θ, the second by sin θ, and subtracting the resulting inequalities
yields

H0|z1(θ)〉 = (λ1(θ) cos θ − µ1 sin θ)|z1(θ)〉.

Likewise, multiplying the first equality by sin θ, the second by cos θ, and adding the resulting
equalities yields

H1|z1(θ)〉 = (λ1(θ) sin θ + µ1 cos θ)|z1(θ)〉.

Clearly, H0 and H1 have a common eigenvector.
Conversely, if for some θ |z1(θ)〉 is an eigenvector common to H0 and H1 with eigenvalues a, b,
resp., then |z1(θ)〉 is an eigenvector of Hθ with eigenvalue a cos θ + b sin θ = λ1(θ). But it is also
an eigenvector of H ′θ with eigenvalue−a sin θ+ b cos θ. Hence by Lemma 5 λ1(θ) +λ′′1(θ) = 0.

The most striking consequence of the preceding material is the following:

Corollary 3 A common eigenvector of H and H† implies that [H0, H1] is singular with a sharp
point in the boundary.

Proof. The first statement is trivial. The second one is derived from [45].
Example: As an extreme case of the preceding, consider H = diag{µ`} = diag{a` + ıb`}, which
is associated with the case H0 = diag{a`} and H1 = diag{b`}, for which [H0, H1] = 0. From
the classical point of view of the field of values, it is well known [45] that F(H) is the convex
hull of the µ`’s in the complex plane. Let {µ`m}Mm=1 be the subset of {µ`} making the boundary of
the convex hull. Let the µ`m’s be ordered trigonometrically, in the sense that circulating along the
boundary from µ`m to µ`m+1 results in a trigonometric orientation. Except for a finite set of angles
θ`m := tan−1 a`m+1

−a`m
b`m+1

−b`m
, the lines orthogonal to θ passing through λ1,N(θ)eıθ are making contact

with ∂F at the vertices of the convex hull, also referred to as sharp points [45], defined as points
where the tangent to the curve is not continuous. At θ`m , the projection line contains the whole
[µ`m , µ`m+1 ] segment. Clearly, because there is no one-to-one correspondence between θ and the
boundary, it cannot be parameterized by θ. Nevertheless, since λ1(θ) = a`m cos θ + b`m sin θ for
θ ∈ (θ`m−1 , θ`m), it follows that λ1(θ) + λ′′1(θ) = 0, with the θ-restriction to prevent the projection
lines to make other contact with the field of values than the θ`m sharp point. The latter may be
interpreted as the boundary having infinite curvature at its sharp points. �

3.4 Ground versus first excitation curves at awallow tail
We analyze the generic senario where the “gap” occurs between the boundary curve and a nearby
swallow tail of the first excitation curve. Quantitatively, we look at the situation where the domi-
nant term in the right-hand side of Eq. 9b is |qk,`|2/(λk−λ`) for (k, `) = (1, 2) and (k, `) = (2, 1),
that is,

λ1(θ) + λ′′1(θ) ≈ |q1,2(θ)|2

λ1(θ)− λ2(θ)
, (12a)

λ2(θ) + λ′′2(θ) ≈ |q2,1(θ)|2

λ2(θ)− λ1(θ)
, (12b)
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respectively, for a range of θ’s that will be delineated soon. From Eq. 10, it follows that q1,2 = q†2,1,
hence |q1,2|2 = |q2,1|2, and the curvature of γ1 and γ2 have the same amplitude, but of opposite
signs. Since γ1 is positively curve, γ2 is negatively curved.

The next step is to identify a nominal θ around which the gap develops. This is a corollary of
the following:

Proposition 4 Under the asymptotic conditions (12a)-(12b), the γ1, γ2 curves have a common
normal at an angle

θ⊥ = arg min
θ
d(γ1(θ), γ2(θ)).

Moreover, there exists a neighborhood (θ−, θ+) 3 θ⊥ such that

λ2(θ−) + λ′′2(θ−) = 0, λ2(θ+) + λ′′2(θ+) = 0. (13)

Finally,
θ⊥ = arg min

θ∈(θ−,θ+)
|λ1(θ)− λ2(θ)|. (14)

Proof. Because of the curvature conditions on γ1 and γ2, min d(γ1(θ), γ2(θ)) exists and defines
the angle θ⊥. Moreover, the first order conditions require the vector

−−−−−−−−→
γ1(θ⊥)γ2(θ⊥) to abut γ1

and γ2 perpendicularly. The second order conditions are consequential to the common normal
property that implies concavity of d(γ1(θ⊥, γ2(θ)) and d(γ1(θ), γ2(θ⊥) viewed as functions of θ.
The singularities (13) on γ2 are necessary to prevent γ2 ⊂ F(H) to escape the field of values.
To prove (14), let us draw the osculating circles Oγ1, Oγ2 of γ1, γ2 at γ1(θ⊥), γ2(θ⊥), resp. [55,
pg. 65]. In this configuration,

−−−−−−−−→
γ1(θ⊥)γ2(θ⊥) is aligned with the line joining the centers C1, C2

of the osculating circles Oγ1, Oγ2 at γ1(θ⊥), γ2(θ⊥), resp. The projection lines of
−−−−−−−−→
γ1(θ⊥)γ2(θ⊥)

on λ1(θ⊥), λ2(θ⊥) are tangent to Oγ1, Oγ2 at γ1(θ⊥), γ2(θ⊥), resp. Consider a dθ rotation of
the projection lines tangent to Oγ1, Oγ2 at γ1(θ⊥ + dθ), γ2(θ⊥ + dθ), resp. The perturbed gap
λ2(θ⊥ + dθ) − λ1(θ⊥ + dθ) is measure as the distance between the rotated projection lines along
their common normal passing through γ1(θ⊥ + dθ), O1, and intercepting the tangent to Oγ2 at x.
The crucial point is that x lies outside the disk bounded by Oγ1. If O1 denotes the center of Oγ1,
we have

λ2(θ⊥ + dθ)− λ1(θ⊥ + dθ) = ‖
−−−−−−−−−−→
γ1(θ⊥ + dθ)O1‖+ ‖

−−→
O1x‖ = ‖

−−−−−−→
γ1(θ⊥)O1‖+ ‖

−−→
O1x‖ (15)

> ‖
−−−−−−−−→
γ1(θ⊥)γ2(θ⊥)‖ = λ2(θ⊥)− λ1(θ⊥), (16)

and the result is proved.
Eqs. 13 reveal existence of singularities at the distal ends of the curved edge γ2([θ−, θ+]). It

remains to classify those singularities.

Definition 1 A 3/2-cusp point on a parameterized curve θ 7→ (x(θ), y(θ)) is a singular point θo,
that is, a point characterized by x′(θo) = y′(θo) = 0, such that locally around (x(θo), y(θo)) there
is a diffeomorphic change of coordinates (x, y) ↔ (u, v) such that in the new coordinates the
curve takes the canonic form u3 = v2.
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It is easily seen that a 3/2-cusp has 2 branches tangent to each other at the singular point with the
two branches on either side of the common tangent. There is also a 5/2-cusp or ramphoid with
canonical form u5 = v2, with the difference that the two branches are on the same side of the
common tangent.

Theorem 4 The generic singularities where λk(θ0) + λ′′k(θ
0) = 0 are 3/2-cusps.

Proof. Following Arnold [4], there are two stable singularities: the cusp or 3/2 singularity and the
ramphoid or 5/2 singularity. We first show that the latter cannot happen. Indeed, if the singularity
were a ramphoid, under the motion θ ↑ θ0 of the point of contact of the tangent to the singularity
at θ0, it would follow that the tangent could not be prolonged for θ > θ0, which contradicts the
construction that the tangent exists for all θ’s. Having ruled out the ramphoid, we now show that
the only generic singularity is the 3/2-cusp. By the construction of the k-curve, its normal is
θ. Assume, contrary to the cusp hypothesis, that the normal vector has a discontinuity jumping
from θ− to θ+ at the singularity. For θ ∈ [θ−, θ+], the projection line normal to the direction θ
erected from λk(θ) exp(ıθ) passes through the same point, (x(θ0), y(θ0)), a degenerate subset of
the envelope. This implies that λk(θ) has pure sinusoidal behavior for θ ∈ [θ−, θ+]. We show
that under such circumstances, the sinusoidal behavior persists ∀θ ∈ [0, 2π) and the singularity
reduces to a point, a nongeneric case. To develop an analyticity argument, the θ-parameterization
is replaced by the eıθ parameterization, extendable to a neighborhood of the unit circle z ∈ T.
Restricting the argument of z to θ ∈ [θ−, θ+], with cos θ = (z + z−1)/2 and sin θ = (z − z−1)/2ı,
we have the eigendecomposition

H0
z + z−1

2
+H1

z − z−1

2ı
= Uz

(
λk(z) 0

0 Λk̄(z)

)
U−1
z , (17)

where λk(eıθ) = a cos θ+b sin θ and U is the matrix of eigenvectors, orthogonal but not normalized
to preserve analyticity of all functions. Classically, this decomposition is constructed by identifying
a nonsingular principal (N − 1)× (N − 1) submatrix. But by Corollary (2), the same (N − 1)×
(N − 1) principal submatrix remains nonsingular ∀z = eıθ. Therefore, Eq. (17) can be extended
∀z ∈ T, and the sinusoidal behavior of λ1(z) persists along S1 = T; in other words, the tangent
bundle Tγ1 → S1 is trivial [30], and the critical curve is reduced to a point, a nongeneric situation.

Corollary 4 The cusps come in pairs, forming swallow tails.

Proof. Since λk(θ) + λ′′(θ) is periodic and, if it changes sign at a singular point, say θ0
1, it has to

revert to the original sign at the next singular point θ0
2 > θ0

1. Hence the cusps appear in pairs.

Remark 11. Cusps have been found to be typical singularities of envelopes [10]. However, here,
we have very peculiar λk≥2-envelopes that deserve special attention. Regarding the λ1-envelope, it
is the boundary of F(H), here defined as the envelope of a family of lines. In [9], F(H) is shown
to be the union of a family of circles, so that ∂F(H) is the envelope of a family of circles, rather
than lines. �
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3.5 Exact crossing
On the eigenenergy plots, exact crossing is stated as λ2(θ×) − λ1(θ×) = 0; on the critical value
curves, it means that the γ2 first excited curve tangentially contacts the boundary curve γ1 in a non-
generic phenomenon. (This phenomenon can be reinterpreted in terms of Arnold’s J+-theory [3].)
Fig. 15, top left-hand panel, illustrates such situation. Fig. 16 shows that a change of parameters
creates a swallow tail (at θ = π/2) in the first excited curve and disconnects it from the boundary.

3.6 Classification using the roots(λ2 + λ′′2) invariant
The classification of all adiabatic paths from the conventional point of view of plotting the energy
levels is driven by the inflection points in the λ1(θ), λ2(θ) plots. The problem is that a classification
based on existence of solutions to λ′′1(θ) = 0 and λ′′2(θ) = 0 is inadequate because such equations
always have roots as a consequence of the following theorem:

Theorem 5 (Tabachnikov [3] [63]) Let f(θ) =
∑∞

k=kmin
(ak cos kθ + bk sin kθ) be a 2π periodic

function with its Fourier series starting at kmin. Then f(θ) = 0 has at least 2kmin roots in [0, 2π).
�

Clearly, the Fourier series of λ′′1(θ), λ′′2(θ) have no constant terms and therefore each function has
at least two roots. While λ1(θ), λ2(θ) always have inflection points, they need not appear in pairs
of closely spaced roots, nor is it guaranteed that the inflection points of λ1(θ) and λ2(θ) are aligned
to create a steep gap. Clearly, these roots do not allow us to distinguish the various mild to steep
cases.

From the novel point of view of Section 3.2, the classification is driven by cusp points and
swallow tails. The latter are identified by pairs of roots of λ2(θ) + λ′′2(θ) = 0. Since in general the
Fourier expansion of λ2 has a constant term, Tabachnikov’s theorem is of no help, and therefore
λ2(θ) + λ′′2(θ) = 0 may or may not have roots, making λ2(θ) + λ′′2(θ) a stronger invariant than λ′′2.

As already proved in Sec. 3.3, λ1(θ)+λ′′1(θ) generically has no roots. Therefore, λ2(θ)+λ′′2(θ)
is the only function left that may or may not have roots (as illustrated in Section 5.2). The existence
and the number of such roots is a topological invariant.

We now strengthen the role of λ2 +λ′′2 in locating the inflection points of the classical λ-energy
level plots. We first consider the λ2-case.

Theorem 6 Consider a swallow tail embedded in the numerical range together with the arc join-
ing its two cups located at consecutive roots of λ2(θ) + λ′′2(θ) = 0. Assume that, along that arc,
λ2 > 0 and that the maximum of λ2 is visited. Then along the arc joining the two consecutive cusps
of the swallow tail, there are two λ′′2 = 0 inflections points.

Proof. Since λ2 + λ′′2 = 0 at the cusps and since λ2 > 0 along the arc joining the cusps, it follows
that at the cusps λ′′2 < 0. But in a neighborhood of the local λ2-minimum, λ′′2 > 0. Therefore,
along the arc joining the cusps of the swallow tail, λ′′2 must cancel at at least 2 points, that is, 2
inflections points.

We now look at the λ1 singular representation, that is, the boundary of the numerical range.
Instead of relying on consecutive cusps points of infinite curvature, here we rely on consecutive

20



boundary “vertices” of extremal curvature. A point of extremal curvature is referred to as vertex.
Vertices are guaranteed to exist by the 4-vertex theorem:

Theorem 7 (4-vertex theorem [64]) Any smooth, simple, closed curve in the plane has at least 4
vertices. �

Theorem 8 Under the same conditions as Theorem 6, consider the boundary arc between two con-
secutive “vertices” of maximum curvature characterized by λ1 + λ′′1 ≈ 0. Then one distinguishes
the following two cases:

1. If λ1 > 0, inflection points near those of λ2 cannot be guaranteed, as shown by Fig. 1(a).

2. If λ1 < 0, then nearby λ1 inflection points are guaranteed, as shown by Fig. 1(b).

Proof. Regarding the λ1 > 0 case, at the two vertices, the curvature is maximum so that λ1 +λ′′1 ≈
0; therefore, λ′′1 < 0 in a neighborhood of the vertices. But at the maximum of λ1, λ′′1 < 0.
Therefore, contrary to the λ2-case, a change of sign in λ′′1 cannot be guaranteed. Regarding the
λ1 < 0 case, the proof follows the same pattern as that of Theorem 6 (after reversing the signs)
and is omitted.

Remark 12. Arnold gives credit to Tabachnikov for this result [3], although its trigonometric
polynomial version was know to Sturm, and the general result had already been proved by Hurwitz,
before being rediscovered by Kellogg and Tabachnikov [5]. �

Remark 13. A detailed account of the 4-vertex theorem is available in [14]. The same reference
also introduces a 4-cusp theorem for the equidistant curve. �

3.7 Stability of critical value curves
Stability of the critical value curves refers to their structure-preserving, continuous deformation un-
der variation of some extraneous parameters, for example, the qubit couplings in the D-Wave [69,
70]. The corresponding (quadratic) map is then said to be stable. Conversely, emergence of a
swallow tail from an otherwise simple boundary curve is an unstable phenomenon, illustrated by
the passage from Fig. 5(a) to Fig. 5(b) with the details shown in Fig. 6. More technically speak-
ing, this phenomenon is referred to as unfolding [12] in the theory of stability of maps [28] (here
z 7→ 〈z|H|z〉) and their singularities [6, 7].

3.7.1 Grover search catastrophe

To show the potentially catastrophic consequences of Th. 2 in quantum adiabatic computations,
consider such benchmark examples as Grover search, inversion of Toeplitz matrices, or any prob-
lem that can be formulated in the present context as H0 = I − |a〉〈a| and H1 = I − |b〉〈b|, where
〈a|a〉 = 〈b|b〉 = 1. This simple structure makes the gap easy to compute [43], leading us to believe
that it scales as 1/

√
N , but the big problem is that the map |z〉 → 〈z|H|z〉 is unstable [28], as

evidenced by its nongeneric numerical range—the convex hull of a vertex point and an ellipse [43,
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(a) Nongeneric 4 × 4 H0 + ıH1 field of values
consisting of the convex hull of the field of values
of a generic 2×2 matrix and {µ1, µ2} outside the
elliptical field. The case of the Grover search is
similar, but more singular as µ1 = µ2.

(b) Stable configuration of the field of values af-
ter perturbation. Increasing the resolution reveals
that the boundary consists of a smooth arc pass-
ing nearly µ1 and µ2. Observe that four of the
cusps of the three swallow tails are “attracted” by
µ1 and µ2.

Figure 5: Unfolding of an unstable numerical range

Fig. 2]. This has the ineluctable consequence that the unstable singularity at the vertex will break
into stable cusp and swallow tail singularities [28]. Now the gap, in its critical value curve interpre-
tation, has to be re-computed around a swallow tail singularity, which is much more complicated,
with the resulting gap scaling deviating from the nominal one. A similar, more recent observation
was made in [36].

Precisely, if we take |c〉 of unit norm in the orthogonal complement of the span of |a〉 and |b〉, it
is easily verified that [H0, H1]|c〉 = 0 and, moreover, Hθ=5π/4|c〉 = −

√
2|c〉. Thus the eigenvector

|c〉 ∈ span{|a〉, |b〉}⊥ achieves the eigenvalue −
√

2 at θ = 5π/4. It remains to show that the other
eigenvectors of Hθ at θ = 5π/4 achieve eigenvalues greater than −

√
2 so that |c〉 = |z1(5π/4)〉 is

the ground state. The other eigenvectors of Hθ are orthogonal to |c〉, hence in the span of |a〉 , |b〉,
and are of the form α|a〉+ β|b〉. Then it is easily verified that

Hθ(α|a〉+ β|b〉) = |a〉(α sin θ − β〈a|b〉 cos θ) + |b〉(β cos θ − α〈b|a〉 sin θ).

Setting θ = 5π/4, the above yields α = ±β, and the eigenvalue associated with α|a〉 + β|b〉 be-
comes λ = (1±〈a|b〉)(−

√
2/2). Clearly, λ ≥ −

√
2, with equality achieved only in the unrealistic

case a = b. It follows that any eigenvector α|a〉+ β|b〉 achieves an eigenvalue > −
√

2. Therefore,
−
√

2 is the minimum eigenvalue λ1(5π/4) with eigenvector |c〉 = |z1(θ = 5π/4)〉. Moreover,
〈c|H0 cos(θ) + H1 sin(θ)|c〉 = cos θ + sin θ, so that λ1(θ) + λ′′1(θ) = 0, ∀θ. In agreement with
Theorems 2, 3 and Corollary 3, the boundary has a sharp point, the vertex. This was already noted,
using another approach, in [45].

As still noted in [45], a perturbation of the H0, H1 data will smooth over the boundary, but at
the expense of creating swallow tails, one of which in the gap area.
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(a) Emergence of the ideal hyperbolic triangle
from F(S33)

(b) Emergence of swallow tail from ideal hyper-
bolic trianngle

Figure 6: Details of the unfolding of the unstable numerical range of Fig. 5 between (a) and (b) of
the same figure

3.7.2 Singularity of convex hull

Assume H = ⊕iH(i) and F(H) = conv{∪iF(H(i))} to generalize the case of the Grover search
where the numerical range is the convex hull of a point and an ellipse [43]. If ∪iF(H(i)) is not
convex, its convexification will add some edges to its boundary, either an edge connecting two
isolated eigenvalues of H , or an edge made up with one isolated eigenvalue and the tangent to a
convex, smooth ∂F(H(i)), or an edge made up of the common tangent to ∂F(H(i)) and ∂F(H(j)),
assuming none of the fields of values contains the other. Write [ν1, ν2] any such closed segment.
This closed segment embedded in the boundary is nongeneric [45]. Generic or nongeneric, subsets
of the boundary are still made up of critical values.

Theorem 9 Regardless of whether the boundary ∂F(H) has nongeneric components, it is still
composed of critical values of f : CPN−1 → C.

Proof. The very general fact behind this result is the leitmotiv of [44], where many proofs in
different contexts (e.g., the Brouwer domain invariance [23]) are proposed. Closer to the present
exposition, we could follow the argument depicted in Fig 3 taking θ to be the argument of the
normal to [ν1, ν2]. We sketch a very general proof that relies exclusively on the smoothness of
f : S2(N1+N2)−1 → R2, whereN1,N2 denote the sizes ofH(1),H(2), resp. Assume by contradiction
that ν ∈ [ν1, ν2] is not critical. Hence, df−1(ν)f : Tf−1(ν)S2(N1+N2)−1 → TνR2 has rank 2 and is
hence submersive. Take a neighborhood N (ν) ⊂ R2; define O = f−1(N (ν)); by the implicit
function theorem, f(O) = N (ν). Hence some elements of the field of values would spill outside
the convex hull, a contradiction.

In conv{∪iF(H(i))}, let [ν1, ν2] be a convexifying line segment tangent to ∂F(H(1)) and
∂F(H(2)) at ν1, ν2, resp. Define w1 ∈ S2N1−1, w2 ∈ S2N2−1 as the preimage points of ν1, ν2,
that is, f1(w1) := 〈z1|H(1)|z1〉 = ν1 and f2(w2) := 〈z2|H(2)|z2〉 = ν2. In the bigger con-
text of the direct sum of the two matrices, we have 〈w1 ⊕ 0|H(1) ⊕ H(2)|w1 ⊕ 0〉 = ν1 and
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〈0 ⊕ w2|H(1) ⊕ H(2)|0 ⊕ w2〉 = ν2. Set H := H(1) ⊕ H(2) to simplify the notation. Setting
z := (z1, z2) ∈ S2(N1+N2)−1, we define f(z) := 〈z|H|z〉. To operate from S2N1−1 and S2N2−1 to
S2(N1+N2)−1, we need to consider the embeddings

S2Ni−1 ↪→ S2(N1+N2)−1, i = 1, 2,

which is done as follows:

S2N1−1 ⊂ {z ∈ S2(N1+N2)−1 : z2 = 0}, S2N2−1 ⊂ {z ∈ S2(N1+N2)−1 : z1 = 0}.

With this embedding, observe that S2N1−1 ∩ S2N2−1 = ∅. We are now in a position to compute
f−1([ν1, ν2]). Set νλ = λν1 + (1− λ)ν2. With ‖w1‖ = ‖w2‖ = 1, it is easily seen that f−1(νλ) =√
λ(w1, 0) +

√
1− λ(0, w2). This preimage follows a track between the two spheres S2N1−1 and

S2N2−1.

3.7.3 Unfolding

Let H0 + ıH1 have two eigenvalues µ1, µ2 with respective eigenvectors z1, z2 that are also eigen-
vectors of H†. Such eigenvectors are called normal eigenvectors in [45, Def. 6]. From [45, Th. 2],
such eigenvectors are rank 0 critical points in the sense that rank(dzif) = 0; moreover, from [45,
Th. 2], µi ∈ ∂F(H) and are sharp points, that is, points where Tf(zi)∂F(H) is not defined. Such
a situation is nongeneric [45, Ths. 10, 11; Cor. 3]. Assuming further that µ1 − µ∗2 6= 0, a little
linear algebra shows that 〈z1|z2〉 = 0. Via the unitary transformation U = (z1, z2)⊕ I , the matrix
H can be block-diagonalized as diag(µ1, µ2)⊕H33. Moreover, H33 can be put in upper-triangular
Schur form S33 by a further unitary transformation I2×2 ⊕ U33. Next, since the numerical range
is invariant under unitary transformation, the numerical range of H is the numerical range of its
upper-triangular Schur form [45, Lemma 1],

S =

 µ1 0 0
0 µ2 0
0 0 S33,

 , (S33)i>j = 0. (18)

It then follows that F(H) = conv{µ1, µ2,F(S33)}. We further assume that [µ1, µ2]∩F(S33) = ∅,
so as to expose the line segment [µ1, µ2] as part of the boundary with µ1, µ2 ∈ ∂F(H) as sharp
points. A line segment embedded in the boundary is nongeneric [45, Th. 12].

Next, we confirm the previous lack of genericity by the θ-analysis. We need to formalize the
passage from S0 + ıS1 to S0 cos θ + S1 sin θ, where S0 denotes the Hermitian part of S and ıS1 its
skew-Hermitian part. Proceeding from H0 + ıH1 = U(S0 + ıS1)U †, we obtain

H0 cos θ +H1 sin θ = Herm
(
(H0 + ıH1)e−ıθ

)
(19a)

= Herm
(
U(S0 + ıS1)e−ıθU †

)
(19b)

= U (S0 cos θ + S1 sin θ)︸ ︷︷ ︸
=:Sθ

U †, (19c)
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where Herm denotes the Hermitian part. Write µi = ai + ıbi from which it follows that the matrix
H0 cos θ +H1 sin θ is unitarily equivalent to

Sθ = a1 cos θ + b1 sin θ 0 0
0 a2 cos θ + b2 sin θ 0
0 0 Herm(S33) cos θ + (Kerm(S33)/i) sin θ

 ,

where Kerm denotes the skew-Hermitian parts of a matrix. From the above, it follows that λi(θ) =
ai cos θ + bi sin θ, and further, λi(θ) + λ′′i (θ) ≡ 0, i = 1, 2. Clearly, the gap evolves as λ2(θ) −
λ1(θ) = (a2−a1) cos θ+(b2− b1) sin θ. The Fourier expansion of λ2(θ)−λ1(θ) therefore starts at
kmin = 1, and by Tabachnikov’s theorem λ2(θ)− λ1(θ) has at least two roots in [0, 2π), two exact
crossings, confirming the lack of genericity of the situation [45, Def. 9].

Instead of constructing a perturbed S̃θ = Herm(S̃) cos θ+(Kerm(S̃)/ı) sin θ with the objective
of observing that the exact crossing λ̃2(θX)− λ̃1(θX) = 0 disappears, we argue on the eigenvectors
z1, z2, removing the property that these eigenvectors are also eigenvectors ofH†. This is equivalent
to perturbing the Schur form to

S̃ =

 µ1 0 0
0 µ2 0
0 0 S33

+ u1,2E1,2 +
2∑
i=1

4∑
j=3

ui,jEi,j,

where Ei,j is the N × N elementary matrix made up of 0s everywhere except for a 1 in position
(i, j). The ui,j’s are the so-called unfolding or control parameters [12, Chap. 7]. These are
perturbations to “unfold” the unstable boundary of F(S), like the one depicted in Fig. 5(a), to the
stable critical value curves of F(S̃), as shown in Fig. 5(b). It is convenient to factor the control
parameters as ui,j = εvi,j , where {vi,j} denotes a properly normalized structure and ε a global
scaling. An unfolding is said to be versal if it exposes all possible stable structures. Existence of a
versal unfolding is here guaranteed by the unitary equivalence of any matrix to its Schur form. The
difficult part is to chose a minimal set of versal unfolding parameters, in which case the unfolding
is said to be universal [12, Chap. 7].

A universal unfolding manifests itself globally or locally. We start with the global picture.
In this specific setting of singular value curves of quadratic forms, the aim is to find a minimum
set of perturbations of the Schur form that unfold the nongeneric situation illustrated in Fig. 5(a)
into stable situations as shown in Fig. 5(b). The process is combinatorially finite: in total there
are 2(1 + 4) = 10 real parameters and their combinations, amounting to

∑10
i=1

(
10
i

)
possibilities.

Nevertheless, the search can be reduced by remarking that it suffices to remove the property that the
eigenvectors of H associated with µ1, µ2 are also eigenvectors of H†. Removal of the µ1 common
eigenvector of H,H† is accomplished with v12, v13, or v14, but the resulting field of values still has
a convexifying line segment in its boundary. To remove this latter situation, an additional v23 or
v24 achieves a stable λ2-singular value curve. Therefore, only one unfolding parameter is needed:
any linear combination of one element of {v12, v13, v14} and one element of {v23, v24}. Except for
some exceptional linear combinations of all 5 elements, the critical value curves remain stalbe.
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This situation is illustrated in Fig. 5, where

S̃ =


5ı 0 εı ε2
0 5 ε1 −ε3
0 0 1 2 + 3ı
0 0 0 1 + ı

 .

Locally, the universal unfolding can be computed as follows: Write 〈z|S|z〉 in terms of real
local coordinates as f(x), x ∈ R2N−1, and by a translation of coordinates f(0) = 0. Let {e1, e2}
be the natural basis of R2. Let R[[x]] be the ring of formal power series in the indeterminate x, and
let (R[[x]])2 := R[[x]]e1 + R[[x]]e2. Let J = 〈 ∂f

∂x1
, · · · , ∂f

∂x2N−1
〉 be the Jacobi ideal generated by

the partial derivatives. Then

Theorem 10 (Fundamental theorem on stability and universal unfolding) The map f : (R2N−1, 0)→
(R2, 0) is stable if the quotient module

(R[[x]])2
/{

J,
{
f iej

}i=1,2

j=1,...,2N−1

}
(20)

is generated over R by {e1, e2}. Next, assuming that 0 is critical in the sense that the partial
derivatives of f vanish. If the quotient module is finitely generated by {e1, e2} and {gi(x)}ri=1, the
map is unstable and a universal unfolding is given by

f(x) +
r∑
i=1

uigi(x), ui ∈ R.

Proof. The first part related to stabilty is in Arnold [6, Section 6.6]. The second part related to
unfolding is in Arnold [6, Section 9.3].

3.7.4 Steep gap near unfolding

Here we develop a geometric picture of the paradigm of a swallow tail close to the boundary
creating a steep gap. The forthcoming Figures 14, 15 of Sec. 5.2 further illustrate this situation
and probably more importantly interpret the swallow tails as symptomatic of the tunneling. More
specifically here, we proceed from a nongeneric case and show how, under perturbation, a swal-
low tail unfolds from the boundary. This pattern is quite visible while perturbing the unstable
singularity of the Grover search [43, Figs. 4, 5].

Remark 14. Theorem 10 is pivotal in the context of robust stability when uncertainties cause
the problem to traverse an unfolding [44, Th. 23.19],[60] and in the context of the stability of
the Riccati equation [24, 47]; computationally speaking, Ref. [46] promotes Gröbner bases as the
polynomial algebra solution to the quotient module problem 20. �

Remark 15. Broadly speaking, the latter subsection has developed the theory of stability of maps
in the restrictive context of stability of the critical value curves under perturbation of the entries of
the quadratic form matrix, where by “stability” it is meant that the topology (number of swallow
tails, cusps, and crossings) of the critical value curves remains the same under perturbation. This
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(a) The notion of contact element at
γ(θ2), a choice between the two half-
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(b) Orientation and co-orientation.
Note that the co-orientation vec-
tor remains continuous at the cups.
Also note that the co-orientation
vector evolves trigonometrically
along the orientation.

Figure 7: Fundamental concepts of Legendrian approach

viewpoint is justified by [44, Th. 23.12]. The exposition was not meant to cover the theory of stable
maps and their singularities [28]. From a deeper standpoint, what has been developed in Sec. 3.7
is the stability of the Legendrian front as developed in [42, Th. 5.3], where a criterion similar to
that of Theorem 10 is developed with a global extension springing out of the local theory. �

4 Legendrian classification
So far, the main point is that the positioning of a swallow tail relative to the boundary of the
numerical range dictates the steepness of the gap. But this approach is still local—involving one
swallow tail while there might be other swallow tails interconnected in some global pattern. When
circulating along a singular path heading to a crossing, it becomes necessary to have a rule to decide
whether the current branch lies above or below the one being intersected to determine whether the
combination of such crossings could result in a knot. Still more globally speaking, considering
two excited energy level critical curves, their above/below crossing patterns could result in the
two curves being linked. This global viewpoint is precisely the Legendrian approach promoted by
Arnold [3], Thurston and Bennequin [73], and Eliashberg [19] and Chekanov [15].

Central in the Legendrian approach is the concept of contact element in C, that is, a line Lk(θ)
tangent to the curve θ 7→ γk(θ) = (xk(θ), yk(θ)) of interest (typically k = 1, 2), as illustrated
in Fig. 7(a). Note that the contact element is still well-defined at the cusps. The contact element
defines two half-planes bounded by such contact element, and the co-orientation is a choice of
one of the two half-planes bounded by the tangent Lk(θ) consistently along the critical values
(xk(θ), yk(θ)) and across its cusps. A co-orientation vector is a unit vector normal to the curve,
pointing towards the half-plane determined by the co-orientation, as illustrated in Fig. 7(a). Note
that the co-orientation vector remains continuous across the cusps, as illustrated in Fig. 7(b). The
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orientation of the critical value curve is a choice of the direction of travel along the curve as
illustrated in Fig. 7(b).

4.1 Legendrian front: Arnold J+-classification
With a co-orientation, one can lift the critical value curves to the space C × S1 by the immersion
γk(θ) = (xk(θ), yk(θ)) 7→ (xk(θ), yk(θ), θ mod 2π) =: γ̄k(θ). An immediate result is that the
lifted curve is dissingularized, in the sense that, if we take θ as the parameter of the lifted curve,
the partial derivatives of γ̄k relative to xk, yk, θ do not simultaneously vanish at any point. The
manifold M3 := ST ∗C, the spherization of the cotangent bundle of C (diffeomorphic to C × S1),
is referred to as contact space when it is endowed with a formal contact structure, that is, an
exterior differential form α : TM3 → R that is maximally nonintegrable, that is, αnat ∧ dα 6= 0.
Here we take the natural form in ST ∗C, αnat = cos θdx + sin θdy, for which it is easily verified
that αnat ∧ dαnat = −dxdydθ < 0. The kernel of this form defines a field of planes ξ ∈ ker(αnat)
in C× S1. The lifted curve is said to be Legendrian as it is tangent to the field of planes, in other
words, α(γ′) = 0. The curve in the contact space is also referred as Legendrian knot. The curve
in C is referred to as the Legendrian front.

It is important to observe that from their very construction the critical value curves have exactly
2 vertical tangents, that is, points where dy/dx = ±∞. This fact is also reflected by the natural
from, from which it follows that the equation of the critical value curves is dy/dx = − cot θ with
diverging solution at θ = 0, π.

As already said, sorting out the knotting and linking requires a rule to determine which branch
is above, which one is below, at a crossing in the front. By convention, at a self-crossing, γk(θk,a) =
γk(θk,b), the branch in the neighborhood of γk(θk,a) will be said to be above (below) the γ(θk,b)
branch if θk,a − θk,b < 0 (θk,a − θk,b > 0). At a crossing γk(θk,a) = γ`(θ`,a) of different energy
levels, the branch in the neighborhood of γk(θk,a) will be said to be above (below) the γ(θ`,a)
branch if θk,a − θ`,a < 0 (θk,a − θ`,a > 0).

The nongeneric singularities of Legendrian fronts are triple crossings, self-tangencies, cusp
birds, and cusp crossings [3, Chap. 2]. The self-tangencies are classified as positive if the two
branches have consistent orientations and negative in case of opposite orientation. A self-tangency
is referred to as dangerous if both branches have consistent co-orientation at the self-tangency
point [3, Sec. 10]; otherwise, it is said to be safe [29, Fig. 3]. The latter concept is illustrated
in Fig. 8. An invariant is said to be of J+-type if does not change under homotopies that in-
volve no dangerous self-tangencies [29]. The J+-theory classifies Legendrian fronts without self-
tangencies of consistent orientation. The soon-to-be-developed winding number and Maslov index
are invariants in the sense that they classify fronts up to isotopies that do not produce dangerous
self-tangencies.

While dangerous self-tangencies are ruled out, one could nevertheless consider self-tangencies
in a limiting sense, but then the following restrictions emerge:

Proposition 5 On the γ1 curve, a limiting move to self-tangency would reveal either a dangerous
one with branches of opposite orientations or a safe one also with branches of opposite orientations
(as shown in Fig. 8).
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Proof. γ1 has constant curvature, and it is easily sen that a self-tangency either safe or dangerous
with branches of consistent orientations are not allowed as one of the branches would have positive
curvature and the other negative curvature.

4.1.1 Winding number

Definition 2 Given a co-orientation of an oriented generic critical value curve γk in the plane, its
index [1, 3], ind(γk), is the winding number of the co-orientation vector eıθ(xk(θ), yk(θ)) as the
contact point travels around the curve from θ = 0 to θ = 2π. The winding number is positive if the
contact point travels consistently with the orientation, negative otherwise.

Because of the geometry of Fig. 3, one round trip around a critical value adiabatic curve is
enough for θ to sustain a 2π change. However, there are some cases, outside the realm of adiabatic
processes, where it is necessary to circulate twice around the planar curve for θ to return to 2π.
This typically happens when N is odd, say N = 3. In this case, the singular curve in the field of
values is an ideal hyperbolic triangle [45, Fig. 4], and upon one round trip

∮
γk
dθ = π. However, in

the contact space, one travel around the curve yields
∮
γ̄k
dθ = 2π. Clearly, Definition 2 reworded

for γ̄k in the contact space becomes much more transparent.

Theorem 11 The index of any critical value curve of an even-sized H0 + ıH1 is ±1.

Proof. By its very construction, the curve γk is parameterized by the argument θ ∈ [0, 2π) of the
co-orientation vector. By the geometry shown in Fig. 3, as θ runs from 0 to 2π, the contact point on
the curve circulates once around the curve. Hence, the winding number is clearly (1/2π)

∮
γk
dθ =

±1, depending on whether the co-orientation vector circulates consistently with, or opposite to,
the orientation, resp.

4.1.2 Maslov index

Definition 3 The Maslov index of a cusp point is said to be positive if the half-plane determined
by the co-orientation vector at the cusp point contains the cusp branch going away from the cusp;
otherwise, it is said to be negative [1, 3]. The number of positive (resp., negative) cusps of a
generic Legendrian curve is written µ+ (resp., µ−). The Maslov index of a generic curve γ is
defined as µ(γ) = µ+ − µ−.

Lemma 7 Two consecutive cusps (that is, cusps occurring at θ1 < θ2 without cusps in (θ1, θ2))
have opposite indexes.

Proof. This is a corollary of the fact that the cusps are 3/2, that is, the two branches abutting γk(θi)
are on opposite sides of the common tangent at the cusp point. Assume that ind(γk(θ1)) = −1,
that is, the co-orientation half-plane contains the branch incoming to γk(θ1), but does not contain
the outgoing edge. Since θ increases from γk(θ1) to γk(θ2), the co-orientation half-plane does not
contain the γk(θ1) to γk(θ2) cusped edge. But then at the θ2 cusp, the co-orientation half-plane
does not contain the branch converging to γk(θ2); hence the co-orientation half-plane will contain
the branch going away from γk(θ2), that is, ind(γk(θ2)) = +1.
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Lemma 8 Let f : [0, 2π)→ R be a C2-periodic function. If f(θ) is not constant, then the equation
f(θ) = 0 has an even number of solutions, multiplicity counted.

The proof is implicitly contained in the original proof of Tabachnikov [63], except for the case
of multiple solutions. Moreover, the following proof does not appeal to the starting order of the
Fourier expansion.
Proof. Assume f(0) = f(2π) 6= 0. (Or else, invoking the non-constancy hypothesis, shift the
domain by θ0 so that f(θ0) = f(θ0 + 2π) 6= 0.) Without loss of generality, assume f(0) =
f(2π) > 0. The point (0, f(0)) has to connect to (2π, f(2π)). Follow the graph of the function
from (0, f(0)); if it does not cross the 0-level set, the lemma is proved. Assume now the graph
crosses the 0 level set transversally at θ1; the crossing counter is set to 1. But the graph has to cross
again the 0-level to connect to (2π, f(2π)). Assume it crosses this level at θ2; the counter is set to
2. From here on, either the graph connects to (2π, f(2π)) without further crossing or it goes again
to the sublevel set, from where an inductive argument shows that the counter increments in case
of transversal crossings are always even. Should a crossing by non-transversal, that is, tangential,
this updates the counter by 2, again even.

Theorem 12 The Maslov index µ(γk) of any critical value curve γk is 0.

Proof. It suffices to show that, generically, the number of cusp points on a critical value curve
is even. The cusp points are clearly given by the transversal (non-multiple) solutions to λk(θ) +
λ′′k(θ) = 0. But this function is periodic with period 2π. Hence by the lemma, the plot of λk(θ) +
λ′′k(θ) crosses the θ-axis, the 0 level set, at an even number of points.

In case λk(θ) +λ′′k(θ) has a double solution, the two cusps of the swallow tail have merged and
the swallow tail has disappeared.

4.1.3 Classification

Using Arnold’s notation [3, Chap. 2], let Ωi,µ denote the set of J+ = 0 Legendrian curves of index
i and Maslov index µ. The following corollary classifies all adiabatic problems among Legendrian
curves.

Corollary 5 The critical value curves of any generic adiabatic problem belong to Ω1,0. �

Unfortunately, Ω1,0 is too broad a class, because, as shown in Arnold [3, Fig. 26], it contains
curves never seen in adiabatic processes; nevertheless, it does contain swallow-tailed curves close
to, but differebnt from, the swallow-tailed quadrilateral of Fig. 3 typical of adiabatic processes.
But most importantly, as shown in Table 1, it does not discriminate among many adiabatic-relevant
cases, nor does it discriminate among the three cases shown in Fig. 8.

Remark 16. The terminology of front or wave front is justified by the swallow tail singularities
of an implosive wavefront propagating from a smooth closed curve that is not a sphere, that has
varying curvature. Let us chart the closed curve by its co-orientation θ and suppose the implosive
phenomenon isotropically propagates at unit speed from t = 0. It is shown in [4, Sec. 1.4] that the
wavefront is smooth iff t < R(θ), where R(θ) is the radius of curvature of the closed curve. On
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(a) Ideal quadrilateral (sum of
internal angles = 0) with orien-
tation and co-orientation

(b) Safe self-tangency with op-
posite orientation

(c) Beyond the safe self-
tangency with emergence of
pair of swallow-tails. Observe
the knotting,

Figure 8: Crossing a safe self-tangency with opposite orientation with emergence of swallow tails
similar to those appearing in tunneling as shown in Fig. 14

the other hand, a swallow tail will develop in the θ-region where t > R(θ). Thus by back-stepping
along the co-orientation θ for a distance of λk(θ) + λ′′k(θ) we recover the origin of the propagation
phenomenon, which completely justifies the terminology of front for the γk critical value curve. �

Remark 17. Definition 3 of the Maslov index is not the original one of Maslov’s index for a loop
of Lagrangian subspaces; it is Arnold’s reinterpretation of it [18, 58]. The connection between
Lagrangian subspaces and Legendrian knots is provided in [11]. �

4.2 Legendrian front: Rotation and Thurston-Bennequin invariants
So far, we have used the natural contact form αnat = dx cos θ+dy sin θ in the contact space ST ∗C
where lies the Legendrian knot that projects to the critical value curve. The Thurston-Bennequin
and the so-called new invariants of Chekanov and Eliashberg [54] rely on the (Darboux) standard
contact form [22, 56] αstd = du − pdq in the contact space identified with the space J1(R,R) of
1-jets of functions to the real line. Note that αstd∧dαstd is also a everywhere nonvanishing volume
form. The two forms can be related through the contactomorphism [14] (x, y, θ) 7→ (p, q, u)
defined by p = −x sin θ + y cos θ, u = x cos θ + y sin θ, and q = θ. The standard contact form
allows us to look at the curve in the (p, θ) plane, the so-called Lagrangian projection, which is an
immersion of the circle with crossings but no swallow tails. Here, however, we will work for the
most part with the frontal projection.

4.2.1 Removal of vertical tangency points

A significant difference between the natural and standard forms is that, with αstd, vertical tangents
are not allowed because the equation of the front projection is du/dq = p with p finite. This forces
us to replace the vertical tangency points by cusps, as suggested in [26, Fig. 19], and proceed
with the classification on the resulting curve γ̂2. There are two vertical tangency points, hence two
additional cusps, one on the left side of the front diagram and the other on the right side. Moreover,
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the cusps could be positioned in two different ways: either left-handed (cusp pointing to the left)
or right-handed (cusp pointing to the right). This dichotomy is resolved by orienting the cusp in
such a way that it does not add another vertical tangency point, the very situation the additional
cusps are meant to remove. This process is illustrated in Fig. 9.

Lemma 9 For a negatively curved front diagram γ2, if, at the two vertical tangency points, one
cusp is left-handed and the other right-handed, then the winding number is preserved, index(γ̂) =
index(γ)− 1; moreover, µ(γ̂) = µ(γ).

Proof. The guiding idea is that the positioning of the additional cusps respects the curvature.
Along an edge of γ, −π

2
<
∫
γθoθi

dθ < 0. However, after placing the cusp,
∫
γ̂θoθi

dθ =
∫
γθoθi

dθ − π.
This takes care of the first claim. The second claim follows easily from the very definition of the
Maslov index: The left-side cusp causes µ to increase by one and the right-side cusp causes it to
decrease by 1.

The forthcoming rotation and Turston-Bennequin number are invariant under Legendrian iso-
topy in the contact space or Legendrian Reidemeister moves in the front projection. (A Legendrian
isotopy is an isotopy such that along its track the immersion of S1 is Legendrian.) There are three
Legendrian Reidemeister moves: swallow tail removal, cusp crossing above or below a smooth
branch, and triple crossing when a smooth branch crosses two already crossing branches above the
bottom branch and below the top branch [22, Sec. 5].

If γ2 has swallow tails as its sole singularities, they can be removed by Reidemeister moves,
and consequently the classical invariants identify γ2 as a circle as evident from Table 1. If γ2 has
(an even number of) swallow tails with vertical tangents along their edges, removal of the vertical
tangency points destroys such swallow tails leaving the Reidemeister moves with less freedom to
trivialize the curve γ̂2 to a circle. After removal of the vertical tangencies, the classical invariants
applied to γ̂2 provide a stronger classification revealing the γ2-swallow tails, as shown by Fig. 9
and Table 1.

4.2.2 Rotation, Writhe and Thurston-Bennequin invariant

Given an orientation, the concept of upward and downward cusps is self-explanatory if the tangent
to the cusp is horizontal [21, Fig. 3]. If some tangents are not horizontal, they can be made
horizontal by an isotopy that does not affect the crossings.

Definition 4 ([73]) The rotation of a Legendrian front with all its cusps horizontal is defined as
rot(γk) = 1

2
(D − U), where D is the number of downward cusps and U the number of upward

cusps of γk.

Proposition 6 ( [25]) 1
2
(D − U) = 1

2
(µ+ − µ−), that is, the rotation is 1/2 of the Maslov index.

Since the “preprocessing” of a front to make all its cusps horizontal is somewhat artificial, we
will in the sequel discard 1

2
(D− U) and fall back on 1

2
(µ+ − µ−), which is well defined no matter

what the angles of the cusps are.
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(a) The vertical tangency points
occur on edges of opposite swal-
low tails. The 0◦ and the 90◦

swallow tail gives some similar-
ity between the beginning and the
end of the adiabatic process.
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2
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= − = −
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(b) The tangency points are on op-
posite branches joining two swal-
low tails. The swallow tail at 45◦

could be considered as “danger-
ous,” likely to create a steep gap,

4tb 1 3
2
4µ µ+ −

= − − = −

− =

(c) Combination of the two
preceding cases: the left tan-
gency point is on a branch con-
necting two swallow tails, the
other is on the edge of the op-
posite swallow tail.

Figure 9: Replacement vertical tangency points by cusps in 3 different configurations of critical
value curves: top, γ2 curves, bottom, γ̂2 curves. The ± signs of crossings refer to the writhe and
those of cusps refer to the Maslov index.

Definition 5 Given an orientation and a co-orientation of a critical value curve, a crossing of two
branches is said to be positive (negative) if the smallest angle rotation of the “above” path to align
its orientation with that of the “under” path is trigonometric (clockwise). The writhe w(γ) of a
Legendrian fronts is the number of positive crossings minus the number of negative crossings.

(Note that the writhe does not depend on the orientation, nor on the co-orientation.)

Definition 6 ([73]) The Thurston-Bennequin number is the writhe minus 1/2 the number of cusps:

tb(γ) = w(γ)− 1

2
|{cusps}|.

4.2.3 Classical invariants

Theorem 13 The Maslov index (or rotation) and the Thurston-Bennequin number, µ(γ) and tb(γ),
are invariants of the Legendrian front γ under Legendrian Reidemeister moves. Together they form
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the classical invariants, (µ, tb).

Proof. See [22, 5.11].
Applied to all cases of critical value curves having only swallow tails singularities—which

constitute the most important class of critical value curves of H0 + ıH1 relevant to quantum adi-
abatic computations [43]—the removal of vertical tangents by replacement of their contact points
by cusps followed by Reidemeister removal of the remaining swallow tails results in the 3 fun-
damental structures shown in Fig. 9 + the mirror image of Fig. 9(c). Some details are compiled
in Table 1. What distinguishes the 4 cases is whether a vertical tangency point is on an edge of
a swallow tail or a branch connecting two successive swallow tails and more importantly the co-
orientation position θ ∈ [0, 2π) of the swallow tails. The Thurston-Bennequin number tb of the
γ̂2 critical value curves are computed after removal of the vertical tangents:

1. For the swallow-tailed quadrangle, the vertical tangency points could occur either

(a) on opposite edges of swallow tails (Fig. 9(a))

(b) or on opposite branches connecting two opposite swallow tails (Fig. 9(b)).

The two cases are discriminated by the tb but not by the µ+ − µ− invariant.

2. For the swallow-tailed triangle, one vertical tangency point is on the edge of one of the
swallow tails and the other on the branch joining the two other swallow tails.

(a) If the swallow tail broken by a cusp at its vertical tangency point is on the right side,
(Fig. 9(c)), somewhat as a surprise, the Maslov index µ+ − µ− = 4 discriminates this
case against the preceding ones, as does the tb = −3.

(b) However, under a vertical mirror symmetry when the broken swallow tail is on the left,
the Maslov index changes to µ+ − µ− = −4 while tb = −3 remains the same.

There remain 2 other cases: (i) the ideal hyperbolic triangle as shown in Fig. ?? and the ideal
hyperbolic rhombus [43, Fig. 9].

1. The ideal hyperbolic triangle is not co-orientable making the applications of the tb invariant
impossible, unless we consider its double cover. From there on, the Arnold analysis goes
through (see Table 1). For the Thurston-Bennequin number, removal of the vertical tangent
makes it co-orientable resulting in the data shown in Table 1

2. The ideal hyperbolic rhombus has its vertical tangency points at two vertically opposed
cusps. By a Reidemeister move, two opposite branches are brought to cross, one on top of
the other. This results in two swallow tails and vertical tangencies on the crossing branches.
After replacing the vertical tangency points by cusps followed by a removal of the swallow
tails yields the data shown in Table 1.
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Arnold γ2 Thurston-Bennequin γ̂2

winding number Maslov µ = rot writhe µ tb

swallow-tailed triangle -1 0 -1 4 -3
swallow-tailed quadrangle -1 0 -2 0 -5
ideal hyperbolic triangle -1 0 0 2 -2
ideal hyperbolic rhombus -1 0 0 0 -1

Table 1: Classification of the most frequently occurring first excited level critical value (trigono-
metrically oriented) curves under the assumption that for the quadrangle the vertical tangency
points occurs at opposite edges of swallow tails and for the triangle only one tangency point oc-
curs at the edge of a swallow tail: the swallow-tailed triangle [43, Fig. 4], the swallow-tailed
quadrangle [43, Fig. 5], the hyperbolic triangle, and the ideal hyperbolic rhombus [43, Fig. 9].
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(a) case of one smooth sec-
tion of curve intersected by
two btranches of a cusp.
In the contact space such
curves are not linked.
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b

(b) Case of smooth sections of
curves between intersection points.
In the contact space such curves are
linked.

k
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b

(c) Case of one smooth section
of curve intersected by the two
branches of a swallow tail. In
the contact space such curves are
linked.

Figure 10: Three possible cases of intersection of critical value curves in C crucially depending on
the orientation (arrow along the curve) and the co-orientation (arrow normal to the curve)

4.2.4 “New” invariants: Chekanov-Pushkar

Two Legendrian isotopic knots have the same classical invariants, but the converse is not, in gen-
eral, true: Chekanov and Eliashberg found a pair of knots [59, Fig. 2(c)] that are not equivalent but
share the same tb = 1 and rot = 0. Among the “new” invariants able to make a sharper discrimina-
tion, one will mention the Chekanov-Eliashberg differential algebra approach [15, 19, 21, 25, 54]
and the Chekanov-Pushkar combinatorics of decomposition of fronts [14] along with Traynor’s
generating families [66]. The latter meshes better with the current development. These “new”
invariants will be examined in a further paper.

4.3 Knotting and linking
This subsection introduces the self-knotting of a single critical value curve and the linking number
among many critical value curves in the contact space with contact structure dx cos θ + dy sin θ
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that allows vertical tangents.

4.3.1 ground and first-excitation levels

Theorem 14 The Legendrian “knot” of the first excited critical value curve in the contact space
is unknotted.

Proof.
Consider a planar critical value curve made up with swallow tail singularities. Every swallow

tail can be removed by a Legendrian Reidemeister move [22, Fig.10], leaving a simple closed curve
in the plane. Since the Reidemeister moves do not affect the knotting number [52, Chap. 3], the
original critical value curve with swallow tails is unknotted. In case the critical value curve is an
ideal quadrangle [43], the result is obvious.

Definition 7 ([52], Def. 1.4) The linking number lk(γ̄k, γ̄`) of two curves in the contact space is
1
2

the sum of the signs of their crossings, where the “sign” is defined as in Definition 5.

Theorem 15 Assume the gap never closes, that is, λ2(θ) − λ1(θ) > 0, ∀θ. Then the ground
state and the first excited state critical value curves in the contact space are not linked, that is
lk(γ̄1, γ̄2) = 0.

Proof. Indeed, for the curves in the contact space to be linked, they would have to cross in the
plane, that is, the first two energy levels would have to cross, which is not the case.

4.3.2 Higher excitation levels

The constraints imposed on the ground level and first excited level critical value curves become
relaxed in regard to the first and higher excitation levels, where more complicated crossing phe-
nomena can occur in the front [43]. A relevant such intersection is a smooth branch of a γk curve
intersecting both edges γ` of a cusp as shown in Fig. 10(a). Such intersection appears in the adia-
batic approach to the quantum hitting time of a Markov chain [43, Sec. 6].

Theorem 16 Consider two θ-parameterized critical value curves γk, γ`, restricted to Θk ⊂ [0, 2π),
Θ` ⊂ [0, 2π), where γ`(Θ`) contains a cusp c but is otherwise smooth and γk(Θk) is smooth with
its curvature bounded from above, with γk crossing the two branches of the cusp at a = γk(θka) =
γ`(θ`,a) and b = γk(θkb) = γ`(θ`,b). Then one curve, say γk, will be completely “over” or com-
pletely “under” γ` with opposite signs of crossings, as defined in Definition 5. Hence, in the
contact space, lk(γ̄k, γ̄`) = 0, that is, the two Legendrian curves are not linked.

Proof. Essentially, we have to show that

sign(θk,a − θ`,a) = sign(θk,b − θ`,b)

By the trivial move of bringing γk arbitrarily close to, but not crossing, the cusp c, a move that
doesn’t change the linking, we show that the difference

(θk,a − θ`,a)− (θk,b − θ`,b) = (θk,a − θk,b)− (θ`,a − θ`,b)
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can be made so small as to keep the signs equal. Moreover, by the same move, one can cancel
θk,a − θk,b. It follows that

|(θk,a − θ`,a)− (θk,b − θ`,b)| ≤ |(θ`,a − θ`,b)|

It is claimed that as γk gets arbitrarily close to the cusp, one can achieve the inequality

|θ`,a − θ`,b| < min{|θk,a − θ`,a|, |θk,b − θ`,b|}

Indeed, as γk converges to the cusp, the LHS decreases to zero while the RHS increases to 90 deg.
It follows that

|(θk,a − θ`,a)− (θk,b − θ`,b)| < min{|θk,a − θ`,a|, |θk,b − θ`,b|}

A simple contradictory argument shows that if the signs in the LHS are different, then the inequality
is violated. This implies that (θk,a − θ`,a) and (θk,b − θ`,b) have the same sign.

Theorem 17 Consider two θ-parameterized critical value curves γk, γ`, restricted to Θk ⊂ [0, 2π),
Θ` ⊂ [0, 2π), where γk(Θk) and γ`(Θ`) are smooth, with the two curves crossing at a = γk(θka) =
γ`(θ`,a) and b = γk(θkb) = γ`(θ`,b). Then one curve, say γk, will intersect the other γ` “over”
(“under”) at the point a and then reintersect γ` “under” (“over”) at the point b with consistent
signs of crossings, as defined in Definition 5. Hence, in the contact space, lk(γ̄k, γ̄`) = ±1, that is,
the two Legendrian curves are linked.

Proof. The proof relies on the common normal to two smooth curves. (Existence of the common
normal follows from existence of a smooth solution to maxθk,θ` |γk(θk) − γ`(θ`)|.) The “over”
versus “under” intersection dichotomy depends essentially on the sign of the inequality between the
arguments of the co-orientation vectors at the intersection point. Namely, γk is “over” (“under”) γ`
at the first intersection if θk,a > θ`,a (θk,a < θ`,a), with the same criterion at the second intersection.
Between the first and the second intersection, there exist points θk ∈ Θk, θ` ∈ Θ` where the co-
orientation vectors of γk and γ`, become aligned with the common normal, that is, θk = θ`. At that
point, the inequality is changed and the “over” (“under”) at the first intersection point becomes
“under” (“over”) at the second intersection point.

Corollary 6 Consider two θ-parameterized critical value curves γk, γ`, restricted to Θk ⊂ [0, 2π),
Θ` ⊂ [0, 2π), where γk(Θk) is smooth and γ`(Θ`) contains a swallow tail (that is, a crossing and
two cusps) outside the convex hull of γk(Θk), with the two curves crossing at a = γk(θk,a) =
γ`(θ`,a) and b = γk(θk,b) = γ`(θ`,b). Then one curve, say γk, will intersect the other γ` “over”
(“under”) at the point a and then reintersect γ` “under” (“over”) at the point b with consistent
signs of crossings, as defined in Definition 5. Hence, in the contact space, lk(γ̄k, γ̄`) = ±1, that is,
the two Legendrian curves are linked.

Proof. By a Legendrian Reidemeister move, the swallow tail can be metamorphosed to a smooth
curve. The result then follows from Th. 17.
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5 Hamming weight plus barrier:
emergence of swallow tail

One of the landmark problems amenable to adiabatic quantum computation is the Quadratic Binary
Optimization (QUBO) problem minx∈{0,1}n f(x), where f(x) =

∑n
i=1 hixi +

∑
i,j Jijxixj . The

Jij’s define a graph (V , E) on n vertices (n spins) with the edges defined as ij ∈ E if and only if
Jij 6= 0, with the hope that this graph is (minor) embeddable in, say, the Chimera architecture [71].
The quantum adiabatic solution proceeds from the encoding of xi ∈ {0, 1} in states of excitation,

|0i〉 =

(
1
0

)
and |1i〉 =

(
0
1

)
with reference to the “Pauli” operator sz =

(
0 0
0 1

)
= 1

2
(I −

σz), where σz is the usual Pauli operator. With the latter conventions, we construct a Hermitian
matrix Hf , realizable as the Hamiltonian of an Ising network with couplings Jij and localized bias
fields hi. To set up an adiabatic process that reaches the ground state of H1 := Hf , we introduce a
transverse field Hamiltonian H0 :=

∑n
i=1 S

x
i , where Sxi = I⊗(i−1) ⊗ sx ⊗ I⊗(n−i), where sx is the

“Pauli” operator sx = 1
2

(
1 −1
−1 1

)
= 1

2
(I − σx), where σx is the usual Pauli operator.

The following result indicates the energy level of any combination of “spins up” and “spins
down” is constant at given n:

Proposition 7 For any n-compounded tensor product combination of |0i〉 and |1i〉, the energy
level, denoted E(H0) equals n/2.

Proof. It is easy to prove that in the “up”-“down” sequence a flip |· · · ↑ · · · 〉 to |· · · ↓ · · · 〉 does
not change the energy. Therefore, with a finite number of such flips, we can go from any n-
compounded tensor product to any other. To prove that E(H0) = n/2, it suffices to check it for an
arbitrary n-compounded tensor product.

5.1 Hamming weight plus barrier QUBO
Specifically here, the objective function is defined as the “Hamming weight plus barrier,” f(x) =
w(x) + p(w(x)), where w(x) =

∑n
i=1 xi is the Hamming weight and p(w(x)) is a rectangular-

shaped barrier depending only on the Hamming weight:

p(w(x)) = h, if ` ≤ w(x) ≤ u,

= 0, otherwise.

The Hf -Hamiltonian [57] is defined as the Hermitian matrix having eigenvalue f(x) associated
with eigenvector |x〉. The plot of the function f(x(w)) versus the Hamming weight w is shown in
the black solid lines of Fig. 11. Since Hf |x〉 = f(x)|x〉, this plot can be interpreted as the plot of
eigenvalues (energy levels) ofHf as a function of the Hamming weight. More physically speaking,
when w = 0, all spins are “down,” in the state |0i〉; as w increases, more and more spins flip to the
“up” state |1i〉.

Our objective is to show that by varying the width u− ` and the height h of the barrier at fixed
transversed field

∑
i S

x
i , we can develop a portfolio of illustrative examples from the constant gap
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Figure 11: The “Hamming weight plus barrier” energy level versus Hamming weight. The blue
dotted cyclic arrow represents the ground state of an adiabatic process barely penetrating the bar-
rier.

to the steep gap case. Furthermore, it will serve to illustrate the connection with swallow tails and
tunneling.

We now proceed to construct the Hamiltonian Hf . The Hamiltonian associated with the Ham-
ming weight is easily found to be

Hw =
n∑
i=1

Szi , Szi = I⊗(i−1) ⊗ sz ⊗ I⊗(n−i).

It is indeed easily see that Hw|x1, ..., xn〉 = w(x)|x1, ..., xn〉.
The Hamiltonian associated with p(w) is formally defined as p(Hw). Practically, we construct

a polynomial p̃ that approximately agrees with p on the spectrum of Hw, that is, supi |p̃(λi(Hw))−
p(λi(Hw))| ≤ ε, from which there holds the spectral norm bound ‖p(Hw) − p̃(Hw)‖ ≤ ε. For
example, a simple approximation p̃ could be

p̃(w) = h
w(w − 1)(w − 2)...(w − `+ 1)(w − u− 1)...(w − n)

m(m− 1)(m− 3)...(m− `+ 1)(m− u− 1)...(m− n)
,

where m = (`+ u)/2. Therefore,

Hp(w) ≈

h
Hw(Hw − I)(Hw − 2I)...(Hw − (`− 1)I)(Hw − (u+ 1)I)...(Hw − nI)

m(m− 1)(m− 3)...(m− `+ 1)(m− u− 1)...(m− n)
,

with spectral norm error bound ε = sup`≤w≤u |p̃(w) − h|. Invoking the Lagrange interpolation,
there exists a sequence of approximating polynomials such that |p̃ − p| → 0 uniformly on the
compact set [0, n]; it then follows that ‖p̃(Hw)− p(Hw)‖ → 0, uniformly over the compact set.
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Another method proceeds from the observation that, for w = 0, ..., n, we have
p(w) = (1/2) (sign(w − (`− 1/2))− sign(w − (u+ 1/2))), where sign(0) = 0 and sign(R±) =
±1. Therefore,

p(Hw) = (1/2) (sign(Hw − (`− 1/2)I)− sign(w − (u+ 1/2)I)) ,

where the sign of some Hermitian matrix Z = V ΛV ∗ is defined as sign(Z) = V sign(Λ)V ∗ with
the convention that sign(Λ) = diag{sign(λi(Z))}ni=1. The sign of a general square matrix Z can
be efficiently computed via the matrix sign function iteration [49]. Observe, however, that the sign
iteration provides a rational, instead of a polynomial approximation.

At this stage, we have
H1 = Hf = Hw +Hp(w).

Regarding the transverse field Hamiltonian, we take

H0 =
n∑
i=1

Sxi

noting that [H0, H1] 6= 0.

5.1.1 genericity

Such a highly structured Hamiltonian asHw creates unstable singularities, that is, singularities that
are non generic, that disappear under a vanishingly small perturbation. Such singularities exist in
theory but are extremely difficult to exhibit in the realm of numerical computations, let alone in
the realm of experiments. Precisely,

Theorem 18 The field of values F(Hw) is the closed interval [0, 1], with the boundary points 0
and 1 eigenvalues of Hw. Consequently, F(Hw) is non generic.

Proof. The field of values of a Hermitian matrix, Hw, is the convex hull of its eigenvalues and is
hence embedded in R. Moreover, it is easily seen that 0 and 1 are the extreme eigenvalues with
eigenvectors (|0〉)⊗n and (|1〉)⊗n, resp. Such eigenvalues are rank 0 critical values [45, Th. 2] of
the quadratic numerical range map and a matrix with such eigenvalues is nongeneric [45, Cor. 3].

In order to remove those unstable singularities, we introduce a perturbation relevant to an
experimental environment, like rogue magnetic fields. Since the Pauli operators Szi and Sxi are
already utilized in the Ising and transverse fields, resp., we introduce the y-Pauli operators Syi =

I⊗(i−1) ⊗ sy ⊗ I⊗(n−i), where sy = (1/2)(I − σy) = (1/2)

(
1 ı
−ı 1

)
, and σy is the usual y-

Pauli operator. The problem Hamiltonian is hence finalized with a small dis-singularizing y-field
perturbation

H̃1 = Hw +Hp(w) + ε

n∑
i=1

riS
y
i ,

where the ri’s are uniformly distributed over [−1,+1].
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5.1.2 Tunneling

The energy landscape of H1 is shown by the (solid black) plot of Fig. 11. The QUBO objective is
to get to the minimum energy point (w,E) = (0, 0). The fact that the eigenenergy levels E(H0) do
not depend on w for fixed n justifies drawing the (dashed blue) horizontal line at that level (shown
in blue). This line will intersect the H1 energy plot at a certain point, (w0, E(H0)); |w0〉 can be
interpreted as the “spin up, spin down” state the closest to the eigenenergy level of H0. Therefore,
the process (shown in blue) goes from (w0, E(H0)) to (0, 0) and will cross the barrier if w0 > U
and h large enough.

5.2 Numerical results
At constant transverse field Hamiltonian H0, there are many parameters that can be manipulated
in the Hamming weight plus barrier Hamiltonian H1 in order to exhibit various phenomena. The
parameters that will be manipulated are `, u, and h. While ε can be manipulated as well, contrary
to other glaring cases like the Grover search, it does not incur much changes in the topology of this
specific problem. The two main phenomena to be identified are (i) the emergence of swallow tails
and (ii) tunneling.

1. Swallow tails: it is shown that the higher the barrier h the worse the gap, the closer the
swallow tails of γ2 are to the γ1 curve.

2. Tunneling: In Figs. 13-15, 2.5 = n/2 > u = 2 so that the conditions for tunneling are met;
however, in Fig. 13, the barrier h = 0.95 is a bit low to positively guarantee tunneling; on
the other hand, in Figs. 14-15, the barrier is higher making the case for tunneling stronger.
Finally, the opposite happens in Fig. 16 where 2.5 = n/2 < u = 2, ruling out tunneling,
with a symptomatic disappearance of the swallow tails.

5.2.1 Constant gap case: h = 0

The Hamming weight case—without barrier— is the perfect example of a constant gap case, that
is, (i) the energy difference between the ground state and first excited state remains constant along
the homotopy, and (ii) the critical value curves of the ground state and the first excited state are
concentric circles, with constant distance between them, and without swallow tails. Precisely,

Theorem 19 Consider the adiabatic evolution of n spins under trigonometric scheduling evolving
from the usual transverse field H0 to the Hamming weight Hamiltonian Hw = H1. Then (i)
the energy levels curves are in phase cosines of constant energy differences and (ii) the critical
value curves are concentric circles in the field of values with their center at the 2n-fold eigenvalue
n(1 + ı)/2 of H0 + ıH1.

Proof. Recall that in the “no barrier” case, both H0 and H1 are of the form
∑n

i=1 I
⊗(i−1) ⊗ A ⊗

I⊗(n−i), where A = sx for H0 and A = sz for H1. Therefore, H =
∑n

i=1 I
⊗(i−1) ⊗ (sx +

ısz) ⊗ I⊗(n−i) and Hθ =
∑n

i=1 I
⊗(i−1) ⊗ (sx cos θ + sz sin θ) ⊗ I⊗(n−i). It is easily seen that

the eigenvalues of sx cos θ + sz sin θ are λ±(θ) = (1/2)(cos θ + sin θ ± 1) with eigenvectors
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Figure 12: No barrier, no tunneling: n = 5, ` = 1, u = 2, h = 0, δθ = 0.001, ε = 0
for θ ∈ [0, 2π). Observe the big gap area between the boundary of the field of values and the
degenerate first excitation level curve on the top left panel, consistently with the eigenvalue plots
on the top right panel. The cross denotes the multiple eigenvalue of H0 + ıH1 at 0.25 + ı0.25.

v±(θ) =

(
∓ cos θ

1± sin θ

)
1

(2(1±sin θ))1/2
. It follows that the eigenvectors of Hθ are ⊗nv±(θ) and the

eigenvalues of Hθ, the energy levels, are
∑n λ±(θ). Therefore, the energy levels are

1

2
(n(cos θ + sin θ) + (n+ − n−))

where n+, n− are the number of +, − signs, resp., picked up in the construction of the energy
level. This proves (i). To prove (ii), it suffices to look at the critical values〈

⊗nv±(θ)

∣∣∣∣∣
n∑
i=1

I⊗(i−1) ⊗ (sx + ısz)⊗ I⊗(n−i)

∣∣∣∣∣⊗n v±(θ)

〉

=
n∑
i=1

〈v±(θ)|sx + ısz|v±(θ)〉

=
n∑
i=1

1

2
((1± cos θ) + ı(1± sin θ))

=
1

2
((n+ (n+ − n−) cos θ) + ı((n+ − n−) sin θ))
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If x, y denotes the real and imaginary parts, resp., of the critical value, elimination of θ yields
(2x − n)2 + (2y − n)2 = (n+ − n−)2, that is, a circle with its center at (n/2)(1 + ı) and radius
(n+ − n−)/2. Finally, we need to show that (n/2)(1 + ı) is the 2n-fold eigenvalue of H0 + ıH1.
To this end, observe that sx + ısz has a double eigenvalue at (1 + ı)/2. Since H0 + ıH1 =∑n

i=1 I
⊗(i−1)⊗ (sx + ısz)⊗ I⊗(n−i) and since all terms of the sum have common eigenvectors, the

result follows from properties of eigenvalues of tensor products.
The following corollary is easily proved:

Corollary 7 Under the same hypothesis as in preceding theorem, the degeneracy of the energy

level (n+, n−) is
(

n
n+

)
. In particular, the ground level is nondegenerate.

Note that the number of energy levels, including multiplicity, is
∑n

n+=0

(
n
n+

)
= 2n, as

expected.
The preceding theorem is illustrated in Fig. 12. Observe that the center of the concentric circles

is at 0.25 + ı0.25, consistently with the Theorem 19 since n = 5. A bit less trivially, the γ2 circle
has vertical tangency points, requiring their replacement by cusps, resulting in a γ̂2 of the same
canonical structure as that of Fig. 9(b) with classical invariants (µ, tb) = (0,−1).

5.2.2 Towards steep gap and tunneling: h increases

Here, we set ` = 1, u = 2, and progressively increase the barrier height h to expose the connection
between the narrowing of the gap, the swallow tail, and tunneling.

In Figures 13-15, the important swallow tail is the “South-West” one, at a co-orientation θ ≈
π/4, since it is captured by the physically relevant path [0, π/2] embedded in the complete [0, 2π]
homotopy. The whole point is easily seen by comparing Figure 13 and Figure 14. The deterioration
of the gap together with a more pronounced swallow tail as h increases is obvious. Note that the
two γ̂2 curves share the same classical invariants (µ, tb) = (0,−1) as that of Fig. 12. To see this, it
suffices to replace the vertical tangency points by cusps, remove the swallow tails by Reidemeister
moves, and observe that we are back to Fig. 9(b).

The top-left panel of Fig. 15 shows an interruption of the plot for the reason that the plot is
extremely sensitive around θ ≈ 0 due to a pair of cusps points, and hence a swallow tail, revealed
by the bottom-left panel. Closer inspection reveals that the vertical tangency point is not on the
edge of the swallow tail, but on the branch departing from the swallow tail to θ ≈ π/2, resulting
in the structure of Fig. 9(b) and classical invariants (µ, tb)(γ̂2) = (0,−1).

As shown in Figure 15, these two phenomena—steep gap and tunneling—are concomitant with
a swallow tail.

5.2.3 No tunneling, no swallow tail

If the barrier has its support at high Hamming weight (p(w) 6= 0 for 3 ≤ w ≤ 4), the adiabatic
path starts at energy level below the barrier at 3 and, hence, no tunneling is required.
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Figure 13: Low barrier but emergence of swallow tails: n = 5, ` = 1, u = 2, h = 0.95,
δθ = 0.001, ε = 0.05. From the left panel, observe the emergence of the swallow tail at θ ≈ π/4,
the “South-West” swallow tail, with a pair of eigenvalues in the prolongation of the cusps. From
the right panel, the swallow tail gap appears to be between mild and steep, as an inflection point in
the first excited state just appeared.

The latter is concomitant with the absence of swallow tail, as seen from Figure 16, top left
panel. It is also noted on the right panel that the gap is mild. After removing the vertical tangents,
the classical invariants are (µ, tb) = (0,−1).

6 Conclusion
We have shown that reformulating the adiabatic gap in the light of the critical value curves of
the numerical range of the matrix made up with the initial and terminal Hamiltonians gives the
gap a novel interpretation: the distance between the boundary of the numerical range, γ1, and
its first excited critical value curve, γ2. The near coalescence of the two critical value curves,
especially around a swallow tail, provides a “magnifying lens” on the subtle details of the anti-
crossing phenomenon difficult to visualize on the classical energy level plots.

The visual display of the γ1, γ2 critical value curves supplements, even overpasses in visual
acuity, the morphology of the classical eigenenergy λ1, λ2 plots. On the latter, subtle details related
to the existence and positioning of the inflection points are easy to miss with possible confusion
between mild and steep gaps, whereas on the γ1, γ2 curves the difference is striking—(super)steep
gaps are flagged by swallow tails, in a number anticipated by the number of pairs of “nearby” roots
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Figure 14: Higher barrier, swallow tails approaching boundary, and tunneling: n = 5, ` = 1,
u = 2, h = 7, δθ = 0.001, ε = 0.05, with θ ∈ [0, π/2]. Observe, on the left panel, the
“South-West” swallow tail nearly collapsing on the ground state critical value curve in the reverse
of an universal unfolding [12]. On the right panel, observe the steep gap at θ ≈ π/4, as the first
excited state curve has a pair of inflection points, but the ground state does not have it. (The gap at
θ ≈ 3π/4 is supersteep as both levels have pairs of inflection points.)

of topological invariant λ2 + λ′′2.
Beyond visualization, a first practical consequence is in the case of the Grover search, where

the gap is usually computed around an unstable critical value curve that breaks up into several
stable singularities under an arbitrarily small perturbation, with the unfortunate consequence that
the gap changes abruptly and for the worst. It is anticipated that such phenomena will happen in
case of highly degenerate ground state [74], where an arbitrarily small perturbation will break it
into many nondegenerate states near the ground level.

Probably most importantly, we showed on the selected “Hamming weight plus barrier” terminal
Hamiltonian that the swallow tails reveal that the adiabatic process tunnels through the barrier.
Experimental confirmation of this feature could give, next to entanglement, further evidence of
quantum phenomena in adiabatic quantum computers.

On the theoretical side, we have adapted the Legendrian theory to the classification of the
critical value curves, with the major difficulty that the γ2 curves have vertical tangents, which is
disallowed in the Legendrian theory. We have circumvented this difficulty by the new technique
of replacing the vertical tangency points by cusps and defining the Thurston-Bennequin invari-
ant on the resulting curve. It was shown that this new invariant classifies curves in three groups
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Figure 15: Highest barrier, swallow tails closest to boundary, and tunneling: n = 5, ` = 1,
u = 2, h = 10, δθ = 0.001, ε = 0, with θ ∈ [0, 2π). On the top left panel, observe the
“South-West” swallow tail nearly collapsing on the ground state critical value curve, hence closing
the gap. Observe, on the right panel, the steep gap at θ ≈ π/4, as the first excited state curve has
a pair of inflection points, but the ground state does not quite have it.

while the Arnold invariants does not “see” this distinction. Certainly, the former is still a coarse
classification—it does not accurately count the number of swallow tails, but this can be remedied
with the λ2 + λ′′2 invariant.

Generically λ1 +λ′′1 never vanishes, but λi +λ′′i , i > 1, does vanish. If λi +λ′′i and λi+1 +λ′′i+1,
i = 2, 3, ..., vanish for nearby θ-parameter values, then the λi curve will sharply increase to the
λi+1 curve while the latter will sharply decrease to λi. Hence, “super-steep” gaps are likely to
occur between higher excitation levels, which is relevant to the diabatic continuation and shortcuts
to adiabaticity. This is left for further study.

Among the notable omissions here are the “new” invariants of Chekanov-Pushkar and Chekanov-
Eliashberg. It is hoped that, along with the invariants already developed here, they will provide
more accurate classification, but this is left for further study. The polynomial criterion for stability
of the singularities is also left for further research as a follow up of the Gröbner basis approach
developed for singularities in robust control [46].
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Figure 16: Barrier at too high a Hamming weight, no swallow tails, no tunneling: n = 5,
` = 3, u = 4, h = 10, δθ = 0.001, ε = 0.05, with θ ∈ [0, 2π). On the left panel, observe that the
swallow tail has disappeared, hence enlarging the gap. Observe, on the right panel, the mild gap,
as neither the ground nor the first excited state has inflection points.

A Differential topology of numerical range
Here we review the fundamental facts of [45] that are put to use in the main body. The notation is
the same as in the main body of the paper.

Proposition 8 Let F(H) be the field of values of H ∈ Cn×n. The boundary ∂F(H) is generically
smooth. The nongeneric boundary features are either sharp points where the boundary is not
differentiable or line segments embedded in the boundary. For any ζ ∈ ∂F and any z ∈ f−1(ζ),
the differential dzf is rank deficient. Moreover, as far as the numerical range is concerned,

1. If ζ is a smooth boundary point, rank (dzf) = 1.

2. If ζ is a sharp point, rank (dzf) = 0. Moreover, any such sharp point is an eigenvalue of H
and z is an eigenvector of both H and H∗. Conversely, if all preimage points of ζ ∈ ∂F are
eigenvectors of both H and H∗, then ζ is sharp.

As far as the eigenvalue plots are concerned,

1. rank (dzf) = 1 if and only if z is a critical point of ϕθ for a unique θ ∈ [0, π).

2. rank (dzf) = 0 if and only if z is a critical point of ϕθ, ∀θ ∈ [0, π).
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B Differentiable class of eigenvalues
As in the main body, we consider Herm(N), the set of N × N Hermitian matrices, but here, as
in [33], we emphasize the (nongeneric) case of possibly multiple eigenvalues ordered as λ[1] <
λ[2] < ..., where λ[k] denotes the multiple eigenvalue

λ[k] := λµ1+...+µk−1+1 = λµ1+...+µk−1+2 = ... = λµ1+...+µk−1+µk

with multiplicity µk. E[k] denotes the eigenspace of λ[k]. Here, as already alluded to in the von
Neumann-Wigner adiabatic theorem (Th. 1), we consider a multi-parameter path in a manifold Θ.
Given a differentiable map F : Θ→ N between differentiable manifolds Θ andN , the linear map
dθF : TΘΘ → TF (θ)N denotes the first order differential (Jacobian) evaluated at θ ∈ Θ. If Θ and
N are strengthened to C2-manifolds and F to a C2-map, the bilinear map d2

θF : TθΘ × TθΘ →
TF (θ)N denotes the second-order differential (Hessian). The main result of this Appendix is the
following:

Proposition 9 Let Θ be a C2-manifold and let H : Θ → Herm(N) be a C2-map. Then, for any
unit vector |z[k](θ)〉 ∈ E[k](H(θ)), and any u, v ∈ TθΘ, we have

d2
θ(λ[k] ◦H)(v, w) =

2〈z[k](θ)|dθH(u)(λ[k](H(θ))I −H(θ))†dθH(w)|z[k](θ)〉
+〈z[k](θ)|d2

θH(v, w)|z[k](θ)〉.

Proof. See [33, Th. 3.7(.3)]
Now if we set Θ = S1 as in the main body, v and w become 1-dimensional, hence scalars.

Obviously, for a generic C2-map F ,

dθF (v) = F ′(θ)v,

d2
θF (v, w) = dθ (dθF (v)) (w) = dθ(F

′(θ)v)(w) = F ′′(θ)vw.

After simplifying v and uv across the equalities, the Proposition yields

λ′′(H(θ)) =

2〈z[k](θ)|H ′(θ)(λ[k](H(θ))I −H(θ))†H ′(θ)|z[k](θ)〉
+〈z[k](θ)|H ′′(θ)|z[k](θ)〉.

Finally, if H(θ) = H0 cos θ + H1 sin θ as in the main body, H ′′(θ) = −H(θ) and the result of
Lemma 5 follows.
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