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Notes on Backpressure Routing

I. BACKPRESSURE ROUTING FOR NETWORKS

Backpressure routing refers to an algorithm for dynamically routing traffic over a multi-hop network by using
congestion gradients. It usually refers to a data network, but can apply to other types of networks as well. Below
we focus on the data network application, where multiple data streams arrive to a network and must be delivered to
appropriate destinations. The backpressure algorithm operates in slotted time, and every slot it seeks to route data
in directions that maximize the differential backlog between neighboring nodes. This is similar to how water would
flow through a network of pipes via pressure gradients. However, the backpressure algorithm can be applied to
multi-commodity networks and to networks where transmission rates can be selected from different (possibly time-
varying) options. Attractive features of the backpressure algorithm are: (i) it leads to maximum network throughput,
(i1) it is provably robust to time-varying network conditions, (iii) it can be implemented without knowing traffic
arrival rates or channel state probabilities.

The original backpressure algorithm was developed by Tassiulas and Ephremides in [1]. There, they considered
a multi-hop packet radio network with random packet arrivals and different link selection options. Their algorithm
consisted of a max-weight link selection stage and a differential backlog routing stage. They did not call their
algorithm “backpressure,” and at the time of [1] the term “backpressure” had a different meaning in the area of
data networks (it refered to a class of window-based flow control techniques, see [2]). The Tassiulas-Ephremides
algorithm was first called “backpressure” in [3] and [4], where the algorithm was extended to treat networks
with mobility, including ad-hoc mobile networks. An algorithm related to backpressure, designed for computing
multi-commodity network flows, was developed in [5].

Backpressure is mathematically analyzed via the theory of Lyapunov drift, and has been unified with utility
optimization techniques in [3][6][7][8]. Below we present the backpressure algorithm and its analysis, based on
material from [7] and [8] (see those texts for details).

II. MULTI-HOP QUEUEING NETWORKS

Consider a multi-hop network with N nodes. The network operates in slotted time ¢ € {0,1,2,...}. On each
slot, routing and transmission scheduling decisions are made in an effort to deliver all data to its proper destination.
New data also arrives every slot. Let data that is destined for node ¢ € {1,..., N} be labeled as commodity c data.
Every node keeps internal queues that store data according to its destination. Let ng) (t) be the current amount
of commodity ¢ data in node n, also called the queue backlog. The units of ng) (t) depend on the context of the
problem. For example, they can be integer units of packets or real valued units of bits. The queue backlogs from
one slot to the next satisfy the following for all n € {1,..., N}, c € {1,..., N} such that n # c:

N N
QY (t+1) <max | QY (t) — Y ulJ(1),0] + 3 ul(t) + A1) (1)
b=1 a=1

where Ag? (t) is the random amount of new commodity ¢ data that exogenously arrives to node n on slot ¢, and

,ug;) (t) is the transmission rate allocated to commodity ¢ traffic on link (a,b) on slot ¢. Note that u((l%) (t) may be
more than the amount of commodity ¢ data that is actually transmitted on link (a,b) on slot ¢ (otherwise, there
would be no need for the max[-,0] operation in (1)). This is because there may not be enough backlog in node
a. For this same reason, (1) is an inequality, rather than an equality, because Zivzl ufﬁ% (t) may be more than the
actual endogenous arrivals of commodity c¢ to node n on slot ¢. An important feature of (1) is that it holds even if
the ug;) (t) decision variables are chosen independently of queue backlogs.

We assume that Qgc) (t) = 0 for all slots ¢ and all ¢ € {1,..., N}, as no queue stores data destined for itself.
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A. Dynamic Arrivals

Let (Aﬁf) (t)) be the matrix of exogenous arrivals on slot ¢. For simplicity, assume this matrix is independent and
identically distributed (i.i.d.) over slots with finite second moments and with means:

ADLE {A,<;> (t)}

We assume that /\gc) =0 for all ¢ € {1,..., N}, as no data arrives that is destined for itself. Thus, the matrix of
arrival rates ()\gf)) is a N x N matrix of non-negative real numbers, with zeros on the diagonal.

B. Dynamic Network Topology and Transmission Decision Options

The network might have time-varying channels and/or mobile nodes. Let S(t) represent the topology state of the
network on slot £, which contains information relevant to the node-to-node transmission rates that can be supported
on the current slot. Assume the network controller observes S(t) at the beginning of each slot ¢, and chooses a
matrix (pqp(t)) of transmission rates within some abstract set that depends on S(¢). That is, the controller chooses:

(1ab(t)) € sy )

where I'g(y) is the set of rates that can be supported under state S (t). This model fits a variety of networks, including
ad-hoc mobile networks, networks with orthogonal channels, as well as networks with inter-channel interference. It
assumes the supportable transmission rates are known and there are no transmission errors. Backpressure methods
with probabilistic channel errors are considered in [9].

Every slot ¢, the network controller chooses transmission variables (iq5(t)) € I's(), and then chooses routing

variables (uffb) (t)) subject to the constraints:

0 S 'U/((lcb) (t> va/? b7 C7 Vt (3)
N
S () < panlt) V(a,b), vt “
c=1

Once these decisions are made, the queues are updated via (1). In case of “queue underflow” at a particular node,
where there is not enough backlog of a given commodity in that node to fill all of its offered transmission rates,
there may be an additional choice of which outgoing links to use. In this case, any choice that satisfies (1) is valid.

C. Network Capacity Region

For simplicity, assume the topology state S(¢) is i.i.d. over slots with probabilities mg = Pr[S(t) = S] (for
simplicity, assume there are a finite or countably infinite number of possible states). The network capacity region
A is the closure of the set of all arrival rate matrices ()\gf)) for which there exists an algorithm that observes S(t)
every slot ¢ and chooses transmission rates (fq(t)) and routing variables (ufl? (t)) according to the constraints
(2)-(4) that yields stability of all queues. Stability of all queues implies that the total input rate of traffic into the
network is the same as the total rate of data delivered to its destination (see detailed discussion of stability in
[8]). It can be shown that for any arrival rate matrix (Agf)) in the capacity region A, there is a stationary and
randomized algorithm that chooses decision variables (4%, (t)) and (M:gc) (t)) every slot ¢ based only on S(t) (and
hence independently of queue backlogs) that yields the following for all n # c:

N N
E {/\59 3 ) = Sy (t)} <0 (5)
a=1 b=1

Such a stationary and randomized algorithm that bases decisions only on S(t) is called an S-only algorithm. It is
often useful to assume that (A,(f)) is interior to A, so that there is an € > 0 such that ()\gf) + elgc)) € A, where 17(5)
is 1 if n # ¢, and zero else. In that case, there is an S-only algorithm that yields the following for all n # c:

N N
E {Aff) + 3 ) - S (t)} < —e 6)
a=1 b=1

As a technical requirement, we assume that the second moments of transmission rates pq(t) are finite under
any algorithm for choosing these rates. This trivially holds if there is a finite maximum rate fi,,qz-
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III. LYAPUNOV DRIFT AND BACKPRESSURE

The backpressure algorithm is designed by choosing transmission and routing variables to greedily minimize a
bound on the drift of a Lyapunov function. Specifically, define Q(t) = (ng) (t)) as the matrix of current queue
backlogs. Define the Lyapunov function:

TR
A (c) ()2
LHEE QW
n=1 c=1
This is just a sum of the squares of queue backlogs (multiplied by 1/2 only for convenience in later analysis). The
above sum is the same as summing over all n, ¢ such that n # ¢, because QEC) (t)y=0forall ce {1,...,N} and
all slots t.
The Lyapunov drift A(t) is defined:

A)ZE{L(t+1) - L(tH)|Q(1)}

By squaring the queue update equation (1) and using the fact that (max[q—b,0]+a)? < ¢®>+b%+a®+2q(a—0b) for
q>0,a>0,b>0, it is not difficult to show that for all slots ¢ and under any algorithm for choosing transmission
and routing variables (j145(t)) and (ul(l%) (t)):

N N N N
AD<B+3 S Qs {Asﬂ 0+ 3 W0 - 3 4 <t>|@<t>} )
n=1c=1 a=1 b=1

where B is a finite constant that depends on the second moments of arrivals and the maximum possible second
moments of transmission rates.

A. Minimizing the Drift Bound by Switching the Sums

The backpressure algorithm is designed to observe Q(t) and S(t) every slot ¢ and choose (pqp(t)) and (uffb)(t))
to minimize the right-hand-side of the drift bound (7). Because B is a constant and /\55) are constants, this amounts

to maximizing:
N N N N
E {Z > Q) [Z ORI <t>] \Q(t)}
n=1 c=1 a=1 b=1

where we have pushed the finite sums through the expectations to illuminate the maximizing decision. By the
principle of opportunistically maximizing an expectation, we can maximize the above expectation by maximizing
the function inside of it (given the observed Q(t), S(¢)). That is, we choose (uq(t)) and (ug;) (t)) subject to the
constraints (2)-(4) to maximize:

N N N N
S QY [Z () =S nl) (t)]
n=1c=1 a=1 b=1

It is not immediately obvious what decisions maximize the above. This can be illuminated by switching the sums.
Indeed, the above expression is the same as below:

N N N

ST U1V - ) (1)

a=1b=1 c=1

The weight Q((f)(t) - éc) (t) is called the current differential backlog of commodity ¢ between nodes a and b.
Thus, we want to choose decision variables (,u((l? (t)) so as to maximize the above weighted sum, where weights
are differential backlogs. Intuitively, this means that we want to allocate larger rates to commodities and links for
which there is larger differential backlog.

Clearly we should not send data in a direction of negative differential backlog, and so we should choose ,u((;) (t) =

0 whenever Qﬁf) (t) — Qgc) (t) < 0. Further, given f,5(t) for a particular link (a,b), it is not difficult to show that
()

o (t) selections, subject to (3)-(4), are determined as follows: First find the commodity cZ’gt(t) €

the optimal u
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1,...,N} that maximizes the differential backlog for link (a,b). We call ¢ "(t) the optimal commodity for
ab

link (a,b) on slot t. If this maximizing differential backlog is negative, assign u((;;)) (t) = 0 for all commodities
ce{l,...,N} on link (a,b). Else, allocate the full link rate 1i4(¢) to the commodity cglgt(t), and zero rate to all
other commodities on this link. With this choice, we have:

N
ST DO (1) — QW (1)] = 1ap (1) W (1)
c=1

where Wy, (¢) is the differential backlog of the optimal commodity for link (a,b) on slot ¢ (maxed with 0):
Wap(t)2 max[Q4 (1) — Qi (1), 0]
It remains only to choose (a(t)) € I's(y). We do this by solving the following:

Maximize: 25:1 Zévzl b () Wap () ®)
Subject to: (1tab(t)) € Tgp) )

Choosing transmission rates (pqs(t)) according to (8)-(9) is called the max-weight algorithm. It maximizes a
linear sum of transmission rates, where the weights W, (¢) correspond to differential backlogs. The backpressure
algorithm uses the max-weight decisions for (yq(t)), and then chooses routing variables (Mg%) (t)) via the maximum
differential backlog as described above.

Note that once the transmission rates (uq(t)) have been selected, the routing decisions are extremely easy, and
are distributed over each node (requiring only knowledge of queue backlogs in your own node and your neighbors).
However, the max-weight problem (8)-(9) can be very difficult in networks with inter-channel interference. Often,
an approximation of the max-weight transmission decision is used. It is known that using a ~y-multiplicative
approximation (where 0 < v < 1) stabilizes the network whenever arrival rates ()\gf)) are within vA, a ~y-scaled
version of the capacity region. However, using a C-additive approximation stabilizes the network for all rates in
the capacity region. Thus, additive approximations do not reduce throughput (although they can increase delay),
whereas multiplicative approximations can reduce throughput. The fact that we can be off by an additive constant
is useful if we implement backpressure with out-of-date queue backlog information (see exercise 4.10 in [8]).

A remarkable property of the backpressure algorithm is that it acts greedily every slot ¢ based only on the
observed topology state S(¢) and queue backlogs Q(t) for that slot. Thus, it does not require knowledge of the

arrival rates ()\gf)) or the topology state probabilities mg = Pr[S(t) = S].

B. Improving Delay

It is important to note that the backpressure algorithm does not use any pre-specified paths. Paths are learned
dynamically, and may be different for different packets. Delay can be very large, particularly when the system is
lightly loaded so that there is not enough pressure to push data towards the destination. As an example, suppose one
packet enters the network, and nothing else ever enters. This packet may take a loopy walk through the network and
never arrive at its destination because no pressure gradients build up. This does not contradict the above analysis,
because the network has at most one packet at any time and hence is trivially stable.

It is also possible to implement backpressure subject to some pre-specified paths that can be used. This can restrict
the capacity region, but might improve in-order delivery and delay. Another way to improve delay, without affecting
the capacity region, is to use the enhanced version of backpressure developed in [4], which adds a “differential
progress-to-destination” term to the backpressure index W, (). Simulations of this are given in [7][9]. Note that
the queue dynamics (1) do not require First-in-First-Out (FIFO) operation. It has been observed in implementations
and analysis in [10][11] that using Last-in-First-Out (LIFO) service can dramatically improve delay for the vast
majority of packets, without affecting throughput.

C. Performance Analysis

Here we show that the backpressure algorithm stabilizes the multi-hop network. For simplicity, we use the
basic algorithm defined above, assuming the full max-weight solution is obtained on every slot ¢ (analysis for
~v-multiplicative algorithms is basically the same, where a factor + is multiplied in appropriate places).
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Because the backpressure algorithm observes Q(t) and S(t) every slot ¢ and chooses decisions (fi45(t)) and
(uécb)( t)) to minimize the right-hand-side of the drift bound (7), we have:

N N N
) §B+zz@g><m@{ +zm<0 )—Zuiﬁf’(t)\@(t)} (10
b=1

n=1 c=1

where (p},(t)) and (,uzgc) (t)) are any alternative decisions that satisfy (2)-(4), including randomized decisions.

Now assume ()\%C)) € A. Then there exists an S-only algorithm that satisfies (5). Plugging this into the right-
hand-side of (10) and noting that the conditional expectation given @Q(¢) under this S-only algorithm is the same as
the unconditional expectation (because S(t) is i.i.d. over slots, and the S-only algorithm is independent of current
queue backlogs) yields:

A(t) < B

Thus, the drift of a quadratic Lyapunov function is less than or equal to a constant B for all slots ¢. From this, we
immediately conclude that all network queues are mean rate stable [8] (this also implies all network queues are
rate stable [12]).

If we want a stronger understanding of average queue size, we must assume the arrival rates ()\gf)) are interior
to A, so there is an € > 0 such that (6) holds for some alternative S-only algorithm. Plugging (6) into the right-

hand-side of (10) yields:
N N
H)<B—e> > QW)

n=1 c=1
from which we immediately obtain (see [7][8]):
1 ELN N B
lim su IE{ } < —
msup Y3 Y ;

7=0n=1 c=1

It is interesting to note that this average queue size bound increases as the distance ¢ to the boundary of the capacity
region A goes to zero. This is the same qualitative performance as a single M/M/1 queue with arrival rate \ and
service rate y, where average queue size is proportional to 1/e, where €2y — \.

D. Non-1.1.D. Operation and Universal Scheduling

The above analysis assumes i.i.d. properties for simplicity. The same algorithm can be shown to operate robustly
in non-i.i.d. situations. When arrival processes and topology states are ergodic but not necessarily i.i.d., it still
stabilizes the system whenever ()\7(10)) € A [4]. More generally, using a universal scheduling approach, it has been
shown to offer stability and optimality properties for arbitrary (possibly non-ergodic) sample paths [13].

E. Distributed Backpressure

Recall that the selection of routing variables (,u,f;;) (t)) is distributed over each node once the rates (iqp(t)) have

been determined. The max-weight rate selection problem (8)-(9) can be distributed over each node in cases when the
network has orthogonal channels, but is a centralized problem for general networks with inter-channel interference.
A distributed approach to backpressure for ad-hoc mobile networks is given in [4], using a signal-to-interference
ratio model. There, each node randomly decides to transmit every slot ¢ (transmitting a “null” packet if it currently
does not have a packet to send). The actual transmission rates, and the corresponding actual packets to send, are
determined by a 2-step handshake: On the first step, the randomly selected transmiter nodes send a pilot signal
with signal strength proportional to that of an actual transmission. On the second step, all potential receiver nodes
measure the resulting interference level and send that information back to the transmitters. The signal-to-interference
levels for all outgoing links (n, b) are then known to all nodes n, and each node n can decide its p,,5(t) and (p (c )(t))
variables based on this information.

The resulting throughput is not necessarily optimal because of the random transmission decisions. However, the
random transmission process can be viewed as a part of the channel state process (provided that null packets are
sent in cases of underflow, so that the channel state process does not depend on queue states). Hence, the resulting
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throughput of this distributed implementation is optimal over the class of all routing and scheduling algorithms that
use such randomized transmissions.

Alternative distributed implementations can roughly be grouped into two classes: The first class of algorithms
consider constant multiplicative factor approximations, and yield constant-factor throughput results. The second
class of algorithms consider additive approximations, based on updating solutions to the max-weight problem over
time. The second class of algorithms seem to require static channel conditions and longer (often non-polynomial)
convergence times, although they can provably achieve maximum throughput under appropriate assumptions. See
Chapter 6 of [8] and references therein for more details on this.

FE. Backpressure with Utility Optimization and Penalty Minimization

Backpressure has been shown to work in conjunction with flow control in [3][6][7], where it yields performance
within O(1/V") of optimal throughput-utility, with O(V') average delay, where V' is a control parameter that can
be chosen as large as desired. This gives an explicit [O(1/V'), O(V)] utility-delay tradeoff. Similar properties are
shown for average power minimization in [14] (see also a unified treatment in [8]). This is accomplished via a
drift-plus-penalty approach. Specifically, while backpressure makes control decisions to greedily minimize a bound
on the drift A(t) every sot ¢, the drift-plus-penalty algorithm makes control decisions to greedily minimize a bound
on the following drift-plus-penalty expression:

A(t) + VE {penalty(t)|Q(t)}

where penalty(t) is related to the penalty whose time average is to be minimized. This reduces to the original
backpressure algorithm when V' = 0, but makes decisions that incorporate the penalty more heavily as V is
increased.

In the same way that minimizing a bound on A(t) leads to an expression A(t) < B whenever the network can
be stabilized (as explained above), minimizing a bound on the drift-plus-penalty leads to an expression of the form:

A(t) + VE {penalty(t)|Q(t)} < B + Vp*

where p* is the optimal time average penalty, from which we immediately conclude that all queues are stable and
time average penalty is within B/V of the optimal value p* (see [8] for these details, and for showing average
queue size is O(V)).

Alternative algorithms for stabilizing queues with utility optimization are developed in [15][16] using a fluid
model analysis, in [17] using convex optimization, and in [18] using stochastic gradients. These approaches do not
provide the O(1/V'), O(V) utility-delay results given above.
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