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Abstract—We consider the jointly optimal design of a trans-
mission scheduling and admission control policy for adaptive
streaming over wireless device-to-device networks. We formulate
the problem as a dynamic network utility maximization and
observe that it naturally decomposes into two subproblems:
admission control and transmission scheduling. The resulting al-
gorithms are simple and suitable for distributed implementation.
The admission control decisions involve each user choosing the
quality of the video chunk asked for download, based on the
network congestion in its neighborhood. This form of admission
control is compatible with the current video streaming technology
based on the DASH protocol over TCP connections. We also
consider a mechanism for dropping bits from the transmission
queues in order to obtain deterministic bounds on the queueing
delays, which determine the number of video chunks that should
be pre-fetched in order to guarantee smooth playback without
interruptions.

I. INTRODUCTION

We consider the problem of joint transmission scheduling
and congestion control for adaptive video streaming in a single
hop wireless device to device (D2D) network. We formulate a
Network Utility Maximization (NUM) problem in the frame-
work of Lyapunov Optimization, and derive algorithms for
joint transmission scheduling and congestion control inspired
by the drift plus penalty approach [1].

Excellent surveys on various problem formulations in the
NUM framework can be found in [2]–[4]. Initial work in
NUM focused on networks with static connectivity and time-
invariant channels. One of the first applications of NUM was
to show that Internet congestion control in TCP implicitly
solves a NUM problem where the variant of TCP dictates the
exact shape of the utility function [2], [4]. This framework has
been extended to wireless ad-hoc networks with time varying
channel conditions (see [5], [6] and the references therein) and
to peer-to-peer networks in [7]. Recent work on adaptive video
scheduling over wireless channels appears in [8], [9].

For the problem at hand, as a consequence of the NUM for-
mulation, we obtain an elegant decomposition of the optimal
solution into two separate subproblems, which interact through
the queue lengths. The subproblems are solved by distributed
dynamic policies requiring only local queue length information
at each network node. The network is formed by users,
which place video streaming requests and wish to download
sequences of video chunks corresponding to the desired video
files, and helpers, which contain cached video files and serve

the user requests through the wireless channel. The transmis-
sion scheduling decisions are carried out independently by the
helpers, while the admission control decisions are carried out
independently by the users. In particular, we notice that the
independent choices made by every user in deciding the quality
of the video chunk that should be downloaded at any given
time is compatible with the current technology based on client-
driven Dynamic Adaptive Streaming over HTTP (DASH) for
video on demand (VoD) systems [10], [11].

Motivated by realistic typical system parameters, we assume
that the time and frequency selective wireless channel fading
coherence time × bandwidth product is small with respect to
the number of signal dimensions spanned by the transmission
of a video chunk. This implies that the rate scheduling
decisions in the transmission scheduling policy can make
use of the “ergodic” achievable rate region of the underlying
physical layer. In contrast, other system parameters such as
the distance dependent path loss and the quality-rate tradeoff
profile of the video file may evolve at the same time scale
of the video chunks, yielding non-ergodic dynamics. Also,
we have to consider that a coded video file is formed by
“chunks” (group of pictures) whose statistics may change with
time. Correspondingly, variable bit rate (VBR) video coding
[12] yields a quality-rate tradeoff profile that may change
with time (i.e., with the chunk index). We address these non-
stationary and non-ergodic dynamics of the system parameters
by providing performance guarantees for arbitrary sample
paths, using the approach developed in [1], [13]. We also
provide deterministic delay guarantees for the network queues
by using the bit-dropping technique developed in [1], [14].
As a result, the users can pre-fetch and fill up their playback
buffers with as many chunks as the maximum delay of their
neighboring helpers’ queues, and thereby prevent interruptions
in playback.

II. SYSTEM MODEL

We consider a discrete, time-slotted wireless network with
multiple user stations and multiple helper stations. The net-
work is defined by a bipartite graph G = (U ,H, E), where
U denotes the set of users, H denotes the set of helpers,
and E contains edges for all pairs (h, u) such that there
exists a potential transmission link between h ∈ H and
u ∈ U . We denote by N (u) ⊆ H the neighborhood of
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user u, i.e., N (u) = {h ∈ H : (h, u) ∈ E}. Similarly,
N (h) = {u ∈ U : (h, u) ∈ E}. H also includes the base
station denoted as helper 0 and in this case N (0) = U since
the cellular base station can communicate to all users in the
cell. Each user u ∈ U requests a video file fu from a library
of possible files. A video file is formed by a sequence of
“chunks”, i.e., group of pictures (GOPs), that are encoded
and decoded as stand-alone units. Chunks have the same
duration in time, given by Tgop = (# frames per GOP)/η,
where η is the frame rate (frames per second). Chunks must
be reproduced in sequence at the user end. The streaming
process consists of transferring chunks from the helpers to
the requesting users such that the playback buffer at each
user contains the required chunks at the beginning of each
chunk playback time. Streaming is different from downloading
because the playback starts while the whole file has not been
entirely transferred. In fact, the playback starts after a short
pre-fetching time, where the playback buffer is filled in by a
determined amount of chunks. We assume that the scheduler
time-scale coincides with the chunk interval, i.e., at each chunk
interval a scheduling decision is made. Conventionally, we
assume a slotted time axis t = 0, 1, 2, 3 . . . , corresponding
to epochs t × Tgop. Let Tu denote the pre-fetching delay of
user u. Then, chunks are downloaded starting at time t = 0
and playback starts at time Tu. A stall event for user u at time
t ≥ Tu is defined as the event that the playback buffer does
not contain chunk number t− Tu at slot time t.

Helpers have caches that contain subsets of the video files
in the library. We denote by H(f) the set of helpers that
contain file f . Hence, the request of user u for a chunk at
a particular slot t can be assigned to any one of the helpers
in the set N (u) ∩ H(fu). Letting Npix denote the number
of pixels per frame, a chunk contains k = ηTgopNpix pixels
(source symbols). We assume that each chunk of each file
f is encoded at a finite number of different quality modes
m ∈ {1, . . . , Nf} which is similar to what is typically done
in several recent video streaming technologies like Microsoft
Smooth Streaming and Apple HTTP Live Streaming [11].
Due to the variable bit-rate nature of video coding, the
quality-rate profile may vary from chunk to chunk. We let
Df (m, t) and kBf (m, t) denote the video quality measure
and the number of bits for file f at chunk time t and
quality mode m respectively. A fundamental function of the
network controller at every slot time t consists of choosing
the quality mode mu(t) of the chunks requested at t by all
users u. The choice mu(t) renders the choice of the point
(Dfu(mu(t), t), kBfu(mu(t), t)) from the finite set of quality-
rate tradeoff points {(Dfu(m, t), kBfu(m, t))}Nf

m=1. We let
Rhu(t) denote the source coding rate (bit per pixel) of chunk
t received by user u from helper h. In addition to choosing the
quality mode mu(t) for chunk time t for all requesting users
u, the network controller also allocates the source coding rates
Rhu(t) satisfying∑

h∈N (u)∩H(fu)

Rhu(t) = Bfu(mu(t), t) ∀ (h, u) ∈ E . (1)

When Rhu(t) is determined, helper h places the corresponding
kRhu(t) bits in its transmission queue Qhu, to be sent to

user u within the queuing and transmission delays. Notice
that in order to be able to download different parts of the
same chunk from different helpers, the network controller
needs to ensure that all received bits from the serving helpers
N (u) ∩ H(fu) are useful, i.e., the union of all received bits
yields the entire chunk, without overlaps and without gaps.
However, in Section III, we will see that even if we allow
the possibility of downloading different parts of the same
chunk from different helpers, the optimal scheduling policy
is such that users download an entire chunk from a single
helper, rather than obtaining different parts from different
helpers. Thus, it turns out that the assumption of protocol
coordination to prevent overlap or gaps of the downloaded
bits from different helpers is not needed. The dynamics of the
transmission queues at the helpers is given by:

Qhu(t+ 1) = max{Qhu(t)− nµhu(t), 0}+ kRhu(t)

∀ (h, u) ∈ E (2)

where n denotes the number of physical layer channel symbols
corresponding to the duration Tgop, and µhu(t) is the channel
coding rate (bits/channel symbol) of the transmission from
helper h to user u. We model the point-to-point wireless
channel for each (h, u) ∈ E as a frequency and time selective
underspread [15] fading channel. Using OFDM, the channel
can be converted in a set of Nc parallel narrowband sub-
channels in the frequency domain (subcarriers), each of which
is time-selective with a certain fading channel coherence time.
We assume the widely adopted block fading model, where
the small scale Rayleigh fading coefficient is constant over
time-frequency “tiles” (resource blocks) spanning blocks of
adjacent subcarriers in the frequency domain and blocks of
OFDM symbols in the time domain. For example, in the LTE
4G standard, for an available system bandwidth of 18MHz
(after excluding the guard bands) and a scheduling slot of
duration Tgop = 0.5s (typical GOP duration), we have that a
scheduling slots spans 100× 1000 such resource blocks, each
of which is affected by its own fading coefficient. Thus, it is
safe to assume that channel coding over such a large number
of resource blocks can achieve the ergodic capacity of the
underlying fading channel. 1 For simplicity, in this paper we
consider constant power transmission, i.e., the serving helpers
transmit with constant and flat power spectral density over
the whole system bandwidth, irrespective of the scheduling
decisions and of the instantaneous fading channel state. We
further assume that every user u when decoding a transmission
from a particular helper h ∈ N (u) treats the interference from
other helpers as noise. Under these system assumptions, the
maximum achievable rate for link (h, u) ∈ E is given by

Chu(t) = E

[
log

(
1 +

Phghu(t)|ahu|2

1 +
∑

h′ 6=h Ph′ gh′u(t)|ah′u|2

)]
,

(3)

1This is the capacity averaged with respect to the first-order fading
distribution, which has the operational meaning of an achievable rate only
if coding across an arbitrarily large number of fading states is possible. In
contrast, the non-ergodic “outage capacity” of the fading channel is relevant
when a channel codeword spans a limited number of fading states, that does
not increase with the channel coding block length.
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where Ph is the transmit power of helper h, ahu is the small-
scale fading gain from helper h to user u and ghu is the slow
fading gain (pathloss) from helper h to user u. We assume
that each helper h serves its neighboring users u ∈ N (h)
using orthogonal FDMA/TDMA. Therefore, the set of rates
{µhu(t) : u ∈ N (h)} is constrained to be in the “time-sharing
region” of the broadcast channel formed by helper h and its
neighbors N (h). This yields the transmission rate constraint∑

u∈N (h)

µhu(t)

Chu(t)
≤ 1 ∀ h ∈ H. (4)

The slow fading gain ghu(t) models path loss and shadowing
between helper h and user u, and it is assumed to change very
slowly with time. We let ω(t) denote the network state at time
t, i.e.,

ω(t) = {ghu(t), (Dfu(·, t), Bfu(·, t)) : ∀ (h, u) ∈ E , u ∈ U} .

Let Aω(t) be the set of feasible control actions, dependent
on the current network state ω(t), and let α(t) ∈ Aω(t) be
a control action, comprising the vectors R(t) with elements
kRhu(t) of video coded bits, µ(t) with elements nµhu(t) of
channel coded bits and the quality modes mu(t) ∀ u ∈ U .
A control policy is a sequence of control actions {α(t)}∞t=0

where at each time t, α(t) ∈ Aω(t).

III. PROBLEM FORMULATION AND CONTROL POLICY
DESIGN

We now formulate the Network Utility Maximization prob-
lem. We assume that the utility of a particular user is measured
by its time-averaged quality. We wish to maximize the total
quality over all users subject to keeping the queues at every
helper stable. Letting D(t) =

∑
u∈U Dfu(mu(t), t), we obtain

the following dynamic optimization problem:

max lim
t→∞

1

t

t−1∑
τ=0

E [D (τ)] (5)

subject to lim
t→∞

1

t

t−1∑
τ=0

E [Qhu (τ)] < ∞ ∀ (h, u) ∈ E (6)

α(t) ∈ Aω(t) ∀ t (7)

Let Q(t) denote the column vector of all queues at time t, and
define the quadratic Lyapunov function L(t) = 1

2Q
T(t)Q(t).

Defining ∆(t) = E [L(t+ 1)|Q(t)]−L(t) as the drift on slot
t, the drift plus penalty (DPP) policy [1] is designed to solve
(5)-(7) by observing only the current queue lengths Q(t) and
the current network state ω(t) on each slot t and then choosing
α(t) ∈ Aω(t) to minimize a bound on

∆(t)− V D(t)

Here, V > 0 is a control parameter of the DPP policy
which affects a utility-delay tradeoff. It is shown in [16]
that the above minimization decomposes into two separate
minimizations:

A. Admission Control

The admission control decision involves choosing mu(t),
i.e., the quality mode for all requesting users u at chunk time
t and R(t), i.e., the number of source-coded bits kRhu(t)
that each user u must download from helpers h ∈ N (u),
relative to the chunk requested at time t. These choices are
made to minimize the quantity RT(t)Q(t) − V D(t) which
decomposes into separate minimizations for each user, equiv-
alently expressed as: for each u ∈ U , choose mu(t) and
Rhu(t) ∀ h ∈ N (u) ∩H(fu) to minimize∑

h∈N (u)∩H(fu)

kQhu(t)Rhu(t)− V Dfu (mu(t), t) (8)

with {Rhu(t)}h∈N (u)∩H(fu) satisfying (1). It is immediate to
see that the above problem is solved by choosing the helper
h∗
u ∈ N (u)∩H(fu) with the smallest queue backlog Qhu(t),

and assigning the entire requested chunk to h∗
u. Notice that in

this way the streaming of the video file fu may be handled
by different helpers across the streaming session, but each
individual chunk is downloaded from a single helper. Further,
the quality mode mu(t) is chosen as

mu(t) = arg min
m∈{1,...,Nfu}

{
kQh∗

uu
(t)Bfu(m, t)− V Dfu(m, t)

}
.

(9)
This policy requires only that each user knows the local
information of the queue backlogs of the helpers in its own
neighborhood, in order to make a congestion control decision.
This policy is reminiscent of the current video streaming tech-
nology referred to as DASH (Dynamic Adaptive Streaming
over HTTP) [10], [11], where the client (user) progressively
fetches a video file by downloading successive chunks, and
making a decision on the source encoding quality based on its
knowledge of the congestion of the underlying server-client
connection.

B. Transmission Scheduling

The transmission scheduling decision involves choosing the
channel coding rates µhu(t) that each helper h must assign
to the users u in its neighborhood N (h). Thus, µ(t) is the
solution of

max
∑
h∈H

∑
u∈N (h)

Qhu(t)µhu(t) (10)

subject to
∑

u∈N (h)

µhu(t)

Chu(t)
≤ 1 ∀ h ∈ H, (11)

where Chu(t) have been defined in (3). Since we assume that
all helpers transmit continuously with fixed power and there
is no power control, the choice of transmission rates made by
one helper does not affect the set of achievable rates at another
helper. Therefore, the above LP decomposes into separate LP’s
at each of the helpers. Further, it can be shown that for each
h ∈ H, the solution consists of scheduling the user u∗

h ∈ N (h)
with the largest product Qhu(t)Chu(t), and serve this user at
rate µhu∗

h
(t) = Chu∗

h
(t), while all other queues are not served

in slot t.
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IV. DETERMINISTIC DELAY GUARANTEES AND PLAYBACK
BUFFER PRE-FETCH SIZES

The problem formulation in the previous section did not
take into account the fact that the chunks must be delivered
within their playback deadlines. In this section, however, we
modify the DPP algorithm in order to enforce that the video
chunks are delivered in order to meet their playback deadlines
by introducing additional bit drop decisions at the queues Qhu.
We briefly outline the necessary modifications.

Let kdhu(t) denote the number of bits to be dropped from
Qhu at time t, where dhu(t) indicates the dropping rate
expressed in bits per pixel. Consequently, the queue update
equations get modified as:

Qhu(t+ 1) = max{Qhu(t)− kdhu(t)− nµhu(t), 0}
+ kRhu(t) ∀ (h, u) ∈ E . (12)

We assume that the drop decision dhu(t) satisfies 0 ≤
dhu(t) ≤ Rmax where Rmax is a uniform bound on
Bf (Nf , t) ∀ t and for all files f . To incorporate drop decisions
into the utility function, we modify the network utility as
follows

lim
t→∞

1

t

t−1∑
τ=0

(E [D (τ)]− βE [d (τ)]) ,

where we define d(t) =
∑

(h,u)∈E kdhu(t). To ensure that the
worst case delay is bounded for all queues Qhu, we introduce
the following ε-persistent service queues {Zhu} (see [1])
which is a virtual queue with (virtual) buffer evolution:

Zhu(t+ 1) =max {Zhu(t) + nε− nµhu(t)− kdhu(t), 0}
× 1{Qhu(t)>nµhu(t)+kdhu(t)} ∀ (h, u) ∈ E ,

(13)

where ε > 0 is a constant. Zhu(t) has the same service process
nµhu(t) + kdhu(t) as Qhu(t) but has an arrival process that
adds nε bits whenever the actual backlog Qhu(t) is not cleared
at slot t, i.e., whenever the condition Qhu(t) > nµhu(t) +
kdhu(t) is satisfied. However, when the backlog Qhu(t) is
cleared, the virtual queue Zhu is reset to 0. This ensures
that Zhu grows as long as the original queue backlog Qhu(t)
remains uncleared. We incorporate the ε-persistent service
queues in the Lyapunov function and derive the modified DPP
policy, which makes the same admission control decisions (8)
and (9), has transmission scheduling decisions that change
the weights Qhu(t) in (10) to Qhu(t) + Zhu(t) and makes
additional dropping decisions given as: For each (h, u) ∈ E ,

dhu(t) =

{
Rmax if Qhu(t) + Zhu(t) > V β
0 if Qhu(t) + Zhu(t) < V β

(14)

Deterministic delay guarantee
It is shown in [16] that if nε < kRmax, then

Qhu(t), Zhu(t) ∀ (h, u) ∈ E are deterministically bounded
by Qmax = V β + kRmax and Zmax = V β + nε respectively
for all time t. Further, it is shown that the maximum delay
experienced in any of the queues Qhu is W =

⌈
Qmax+Zmax

nε

⌉
slots. Consequently, every user can pre-fill its playback buffer
with W chunks to avoid any interruption in playback.

V. ALGORITHM PERFORMANCE

It is shown in [16] that when ω(t) is i.i.d., the time
average utility achieved by the DPP policy comes within
O( 1

V ) of the optimal utility associated with (5)-(7) with a
deterministic worst case delay of O(V ). Further, when ω(t)
evolves arbitrarily, the time average utility achieved by the
DPP policy over any arbitrary sample path comes within O( 1

V )
of the utility of a genie-aided T -slot look ahead policy with a
deterministic worst case delay of O(V ).

VI. NUMERICAL SIMULATION

We simulate the DPP algorithm for the simple topology
shown in Figure (1) over an arbitrary sample path of events
shown in Figure (2). There are 4 users (numbered 1 to 4)
arbitrarily located at the edge of a 400m ×400m square cell
requesting 4 different video files with a macro base station
located at the centre. Further, there are 2 helpers operating at
the cell edge serving these 4 users as shown in Figure (1).
The helper transmissions interfere with each other while the
BS operates over an orthogonal band. Each helper is assumed
to serve only those users within a certain radius indicated by
the small circles in Figure (1). The helpers are connected
to a wired backhaul and have access to all the files. Users
1, 2, 3 and 4 request four different video files f1, f2, f3
and f4 respectively from the database in [17]. The details
of each video are given in Table I. Each video file is a
long sequence of GOP chunks each of duration 2/3 seconds
and with a frame rate of 24 frames per second. The GOP
chunks are encoded using some form of scalable variable-bit
rate coding. The quality of each GOP is measured using the
Structural SIMilarity (SSIM) index [18] and is indicated for
different quality modes of a sample GOP from f1 in Table II.
The physical layer system parameters are motivated by LTE
specifications [19]. We set the parameters V = 2×108, β = 2
and nε = 2× 106 in our simulations.

TABLE I
VIDEO DETAILS

Sequence Resolution no. of layers avg. bitrate (kbps)
f1 352 × 288 8 631
f2 704 × 576 4 3908
f3 1024 × 576 4 6679
f4 352 × 288 8 556

TABLE II
SAMPLE GOP QUALITY LEVELS

Quality mode SSIM index
1 0.8577
2 0.87016
3 0.88476
4 0.89293
5 0.90883
6 0.91453
7 0.92269
8 0.92926

We examine the adaptabilty of the DPP policy to changing
network conditions by simulating the algorithm for an arbitrary
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Fig. 1. Topology

Fig. 2. Dynamic adaptive streaming

sample path of events. The bottom plot of Fig. 2 shows how
the average rate offered by the system to user 1 through the
DPP policy improves or degrades as the network condition
changes. The sequence of events includes: onset of shadowing
at t = 30, onset of helpers at t = 50 and user 3 who requests
a high resolution video f3 leaving the system at t = 100.
In the top plot of Fig. 2, Bf1(m, t) is plotted over slot time
t for all m ∈ {1, . . . , 8}. The black dashed line indicates
how the DPP policy adaptively switches to downloading better
quality chunks as the network condition improves. Also, W is
calculated to be around 200 slots implying that interruptions
in playback can be avoided if users can pre-fetch the initial 2
minutes of the video file.
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