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Preface

The thesis of this book is that what is probably driving the field of applied
mathematics at the dawn of the 21st century is the Internet and the generalized
concept of networks (wireline, wireless, power, quantum, social, percolation,
etc.) that sprang out of the size and complexity of such networks. Surely, the
self-similar behavior of Internet traffic signals, a manifestation of complex be-
havior outside the realm of Gaussian processes, has given a boost to the theory
of nonGaussian α-stable distributions defining a landscape where Mathematics
meet the Internet [96]. Phasor Measurement Unit (PMU) signals recorded on
smart grid show similar nonclassical behavior [81, 82]. However, here, our claim
is that the formidable size of network graphs is driving yet another field. Cer-
tainly, the growth of the Internet has led to a flareup of research in random
graph generators (Erdös-Renyi, Barabasi-Albert, Small-World), a research that
has been fairly successful at modeling some network phenomena. However, it
is argued that the clarification of other phenomena, typically congestion, re-
quires a geometric topology approach to graphs, which is the main topic of this
book. The essential point of the geometric topology of graphs is that, if the
graph is viewed as a transport medium (transport of packets, heat diffusion,
spin & entanglement transport, etc.), its relevant properties are encapsulated
in the concept of curvature. The motivation for the latter approach is that the
negative/positive curvature dichotomy does not map in an obvious way to the
classical graph generator classification [68]. The first historical manifestation of
geometric topology in networks is that of Gromov-hyperbolic or Gromov nega-
tively curved graphs, that is, graphs that behave metrically like saddle-shaped
surfaces where geodesic triangles are “thin.” If routing (or more generally trans-
port) is along geodesics (minimum cost paths) the thinness of the geodesic tri-
angles will create congestion in the areas where sides of triangles come close.
The latter has been probably the most spectacular application of Gromov ge-
ometry. But next to transport along minimum length paths, nature teaches us
another, very efficient kind of transport—heat diffusion, where calories move
from a hot source to a cold sink driven by very local temperature gradient.
This idea was put to use in the Heat Diffusion protocol (although it was already
in a less obvious way involved in the Back-Pressure), where the movement of
packets is driven by local queue backlogs. For such transports, the large-scale
Gromov curvature is irrelevant and must be substituted by the Ollivier-Ricci
curvature—a very local one.
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The present book is hence organized around this large-scale versus small-
scale dichotomy. The title of this book, “... from Large-Scale to Small-Scale”
reflects this historical paradigm shift.

Parallel to this geometrical line of ideas, there is an algebraic avenue of ap-
proach, referred to as noncommutative geometry, since it trades trades geometri-
cal objects for noncommutative algebras. Such approach is sometimes referred
to as coarse geometry since it involves an algebraic coarsening of geometrical
objects. It can be claimed that large scale geometry is coarse as it trades lo-
cal details for a better understanding of the global properties; here, however,
“coarse” will be reserved to the algebraic approach. This algebraic approach is
a bit outside the main geometrical stream of this book; however, in our humble
opinion it cannot be ignored as there is growing presence of C∗-algebra dynam-
ics in quantum mechanics. To put it simply, Heisenberg uncertainty principle
is a coarsening of the phase space. In order to have the geometrical and the
algebraic approaches living together, the main stream of the book is definitely
geometrical, while the algebraic coarse approach is relegated to appendices. In
general, when material becomes somewhat too algebraic, we have moved it to
end-of-part appendices.

An outline of the book follows. Part I deals with network graphs, disre-
garding their metric structures, so that the topological and algebraic aspects
are dominating. We begin, after introducing fundamental network and random
graph concepts, with the traditional problem of embedding a graph in a surface,
so that the reader gets used, from the beginning on and in the simplest possible
context, to think of graphs and surfaces as the same kind of objects. Next, still
in the same spirit, we take a more modern view at the problem by embedding
the graph in a simplicial complex and, if possible, embedding the latter in a
(possibly stratified) manifold.

A notable omission from this Part I is noncommutative geometry. Although
it is an algebraic theory that provides another formalization of the embedding
of graphs in surfaces, it takes its real significance in the coarse metric context
via the coarse Baum-Connes conjecture, so that it is relegated to the next Part.

Part II deals with metric structures on manifolds and graphs. The first chap-
ter of this part deals with the general problem of shortest path computation—in
both manifolds and graphs. We take a unified view on the problem by showing
that Euler-Lagrange equations, geodesic equations, and even shortest path al-
gorithms on a graph can all be derived from Bellman’s principle of optimality.
Another aim of this chapter is to serve as some kind of a casual introduction
to the two following chapters on Riemannian geometry, where the concept of
geodesic is more precisely redefined as a curve with its tangent field parallel to
itself. The Gauss theory of surfaces serves as an introduction to formal Rie-
mannian geometry. In the latter chapter, we already introduce Ollivier-Ricci
curvature again to get the reader acquainted to think graphs and manifolds as
the same objects. After reviewing constant curvature spaces, we introduce com-
parison theory, also known as CAT (Cartan-Alexandroff-Toponogov) theory, as
a first attempt at bringing such concepts as angle and curvature in the metric
space context. The idea is to redraw a metric space triangle isometrically in a
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standard constant curvature Riemannian space and declare that the angle and
curvature properties of the metric triangle are those it has in the Riemannian
comparison space. The resulting curvature concepts are all at the small scale
of the triangles viewed as basic building blocks. To complete the geometric
approach, we have felt compelled to develop some elements of Finsler geometry
as a way to formalize the fact that, on a network graph, the communication
cost from A to B need not be the same as the communication cost from B to
A. The next chapter deals with “coarse geometry.” We begin by introducing
such elementary coarse metric concepts as coarse map and coarse structures to
eventually introduce the less intuitive concept of coarsening operator. Then the
same chapter develops the algebraic approach to coarse geometry, referred to
as noncommutative geometry, where a space, faithfully represented by a com-
mutative algebra, is given a noncommutative algebra representation, with an
inevitable damage to, or coarsening of, the space. An example shows that rep-
resenting a graph by a noncommutative algebra results in a surface in which
the graph is embeddable, thereby establishing the connection with Part I. More
formally, we present the coarse Baum-Connes conjecture, known to be true in
δ-hyperbolic spaces, as some way of asserting that the damage done to the space
by going to a noncommutative algebra representation is no more than a coars-
ening. Precisely, the algebraic K-theory of the noncommutative algebra is the
K-homology of a coarsening of the space.

Part III deals with large scale Gromov δ-hyperbolic spaces and its mani-
festation in many physical and logical network graphs, where the δ-hyperbolic
property can be viewed as a formalization of the well known, visually intuitive
“core concentric” property. The first chapter introduces the various fatness,
thinness slimness of triangles to define large scale negative curvature. The next
chapter investigates what such concepts become on constant curvature Rieman-
nian manifolds. The heart of this part is the next chapter, where the classical
graph generators are examined in the light of Gromov geometry. probably the
most relevant result is that the well know growth/preferential attachment model
of Internet build up leads—under some conditions—to δ-hyperbolic graphs, em-
phasizing that the positive/negative curvature does not trivially map to classical
generators.

Part III is devoted to worm propagation, with a touch of control flavor en-
capsulated in the concept of “worm defense.” Worm propagation is approached
from the unifying point of view that a worm propagates on a graph, which
depending on the mode of propagation of the worm could have varying topo-
logical, random, and curvature properties. Our contention is that the speed of
propagation and the ability of the defense to slow it down depend heavily on
the curvature.

A connection is then established with combinatorial group theory, which
produces the so-called Cayley graphs, known to be hyperbolic with probability
one, and on which the propagation can be expressed in terms of such group
theoretic concepts as growth functions.
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2.1 Erdős & Rényi random graphs . . . . . . . . . . . . . . . . . . . 21

2.1.1 simple asymptotic properties . . . . . . . . . . . . . . . . 23
2.1.2 connectivity . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.1.3 degree . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.1.4 diameter . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

2.2 Watts & Strogatz Small World graphs . . . . . . . . . . . . . . . 26
2.2.1 α-model . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.2.2 β-model . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

2.3 Barabási & Albert Scale Free graphs . . . . . . . . . . . . . . . . 28
2.4 historical and bibliographical remarks . . . . . . . . . . . . . . . 30

3 Embedding graphs on surfaces 31
3.1 compact surface classification . . . . . . . . . . . . . . . . . . . . 31
3.2 surface embedding . . . . . . . . . . . . . . . . . . . . . . . . . . 34
3.3 Algorithm for minimum embedding . . . . . . . . . . . . . . . . . 36
3.4 extension of edge flow to surface . . . . . . . . . . . . . . . . . . 39

3.4.1 extension to surface elements . . . . . . . . . . . . . . . . 40
3.4.2 extension around vertices . . . . . . . . . . . . . . . . . . 42

4 Embedding Graphs in 3-manifolds 43

5 Extending graph to the simplicial complex of a possibly strati-
fied manifold 45
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Chapter 1

Graphs and simplicial
complexes

1.1 combinatorial graph theory

From both the concept of physical graph, consisting of vertices corresponding to
bridges and/or routers and of edges corresponding to communication links and
the concept of logical graphs, such as the World Wide Web (WWW) consisting
of vertices corresponding to documents (web pages) and edges corresponding
to hyper-links (URL’s), there emerges the need for a formal definition of a
graph. We first look at graphs from the combinatorial viewpoint. We begin
with the most elementary, but most restrictive, formalization and then extend
it to include other graph concepts.

Definition 1 A (simple or simplicial 1) graph G consists of a non-empty set
VG of vertices, a set EG of edges, and ∀e ∈ EG a nonempty end point set VG(e)
of vertices upon which e is incident subject to the following restrictions:

1. The endpoint set VG (e) contains two distinct vertices.

2. If e ̸= é, then VG (e) ̸= VG (é).

From the definition of a graph, there is a 1-1 correspondence between an
edge e ∈ EG and its endpoint set VG (e). Therefore, en edge e is sometimes
denoted by {v1, v2} = VG (e).

Definition 2 The order of G is |VG| and the size of G is |EG| . A graph G is
finite if |VG| <∞ and |EG| <∞. A graph is infinite if it is not finite.

1This terminology [42, p. 1] is not uniform, as “simple” is very often omitted when the
graph does not have multiple edges nor self-loops. The terminology of “simplicial” is some-
times used to refer to the fact that graphs by this restricted definition are 1-dimensional
simplicial complexes.

15
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With few exceptions, the graphs considered here are finite.
We now extend the concept of graphs by removing some of the restrictions

on the end point set.

Definition 3

1. A loop is an edge e such that VG (e) contains exactly one vertex. A loop
graph is a graph in which loops are allowed.

2. An edge e is multiple if there exists é ̸= e, é ∈ EG such that VG (e) =
VG (é) . A multigraph is a graph in which multiple edges are allowed.

3. A pseudograph allows for loops and multiples edges 2

Now, we summarize the above in the following:

Definition 4 A pseudograph is a triple (VG, EG, ∂), where Vg is the vertex set,
EG is the edge set, and ∂ is the boundary operator defined such that, ∀e ∈ EG,
∂e = VG(e).

We now allow for edges to be directed.

Definition 5 A direction for an edge e is a function

σ(e) : {BEGIN,END} → VG (e) .

A directed edge eσ is an edge e with a direction σ(e). A directed graph, or
digraph, is a graph in which every edge is a directed edge.

Definition 6 An underlying graph is a corresponding graph where all edge di-
rections are deleted and any multiple edges are coalesced.

Definition 7 The vertices u and v are adjacent if there exists an edge e ∈ EG

such that VG (e) = {u, v}, in which case the vertex u and the edge e are incident
upon each other. The set IG = {VG (e) | e ∈ EG} is the incident structure.

Definition 8 The degree (or valence) deg (v) of the vertex v is the number
of edges (with each loop being counted twice) that v is incident upon, that is,
deg (v) = |{e ∈ EG | v ∈ VG (e)}| . A vertex of degree 0 is an isolated vertex. A
graph G where each vertex has the same degree k is k-regular graph; 3-regular
graphs are cubic.

For every graph, the sum of the degrees of the vertices is equal to twice the
number of edges, that is, ∑

v∈VG

deg(v) = 2
∑
e∈EG

|EG|

2Again, this terminology [43, p. 10] is not uniform, as some authors [64, p. 3] use the ter-
minology of “multigraph” when both multiple edges and self-loops are allowed. Here we prefer
to make a clear distinction between pseudgraphs and multigraphs because in noncommutative
geometry self-loops play a role completely different than multiple edges.
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Indeed, each edge contributes exactly 2 to the sum of the degrees.
A graph can be represented by its incident structure. In addition, a graph

can be represented by its adjacency matrix or its incidence matrix.

Definition 9 The adjacency matrix AG for a graph G is a function

VG × VG → N

where the entry AG (i, j) corresponding to row i and column j is the multiplicity
of the adjacency between the vertices vi and vj.

Definition 10 The incidence matrix TG of a graph G is a function

VG × EG → N

where the entry TG (i, j), corresponding to row i and column j, is defined by

TG (i, j) =

 0, if vi /∈ V (ej)
1, if vi ∈ V (ej) and |V (ej)| = 1
2, if vi ∈ V (ej) and |V (ej)| = 2

Representation of a graph by an incident or adjacency matrix may involve
a loss of space efficiency compared with incident structure because of the addi-
tional zeros. However, the advantage of this representation by matrix form is
the information recovery.

Definition 11 A graph H is a subgraph of a graph G if VH ⊂ VG and EH ⊂ EG.
In addition, if VH = VG, a graph H is a spanning subgraph of a graph G.

An important example of the subgraph is a walk. Intuitively, a walk in a
graph is the combinatorial analog of a continuous image in a closed line segment,
which may arbitrarily often cross or retrace itself, backward or forward. The
formal definition of a walk is as follows:

Definition 12 A walk W of length n from vertex u to vertex v of a graph G is
an alternating sequence of vertices and directed edges,

W = v0, e
σ1
1 , v1, . . . , vn−1, e

σn
n , vn

where v0 = u, vn = v, and each edge is incident on the two vertices immediately
preceding and following it, i.e.,

σi (BEGIN) = vi−1,

σi (END) = vi

In addition, if v0 = vn, the walk is closed; otherwise, it is open. The walk is
a trail, if all its edges are distinct. The walk is a path, if all its vertices are
distinct. A closed walk of length n ≥ 3 with distinct vertices (except v0 = vn) is
designated as a cycle.
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A walkW = v0, e
σ1
1 , v1, . . . , vn−1, e

σn
n , vn can be denoted as (v0, v1) . . . (vn−1, vn) .

Definition 13 A graph G is connected, if for every pair of vertices u, v ∈
V (G) , then there exists a path in G joining u to v. A component of G is a
maximal connected subgraph of G.

Two graphs that can be illustrated by the same picture are isomorphic. To
be more precise,

Definition 14 Two graphs G1 and G2 are isomorphic (G1
∼= G2) , if there ex-

ists a bijective map θ : VG1 −→ VG2 preserving adjacency, that is, {u, v} ∈ IG1

if and only if {θ (u) , θ (v)} ∈ IG2 .

Isomorphic graphs have the same degree. Therefore, the degree is an invari-
ant.

Given that two graphs G1 and G2 with VG1 ∩ VG2 = ∅, several operations
that generate new graphs from G1 and G2 are defined as follows:

Definition 15 1. The union G = G1 ∪G2 is such that VG = VG1 ∪ VG2 and
EG = EG1 ∪ EG2 .

2. The join (suspension) G = G1 + G2 is such that VG = VG1 ∪ VG2 and
EG = EG1 ∪ EG2 ∪ (VG1 × VG2) , where the endpoints of an edge e =
(u, v) ∈ (VG1 × VG2) are the vertices u ∈ VG1 and v ∈ VG2 .

3. The Cartesian product G = G1 × G2 is such that VG = VG1 × VG2

and EG = (EG1 × VG2) ∪ (VG1 × EG2) , where the endpoints of an edge
(e, v) ∈ (EG1

× VG2
) are (u1, v) and (u2, v) with VG1

(e) = {u1, u2} , and
the endpoints of an edge (u, f) ∈ (VG1 × EG2) are (u, v1) and (u, v2) with
VG2

(f) = {v1, v2} .

4. The composition (lexicographic product) G = G1 [G2] is such that VG =
VG1
× VG2

and EG = (EG1
× VG2

× VG2
) ∪ (VG1

× EG2
) , where the end-

points of an edge (e, v1, v2) ∈ (EG1 × VG2 × VG2) are (u1, v1) and (u2, v2)
with VG1 (e) = {u1, u2} , and the endpoints of an edge (u, f) ∈ (VG1 × EG2)
are (u, v1) and (u, v2) with VG2 (f) = {v1, v2} .

5. The edge-complement Ḡ of a graph G is such that VḠ = VG and

EḠ = {(v1, v2) ∈ VG × VG | (v1, v2) /∈ VG (e) for e ∈ EG} .

Definition 16 1. A tree is a connected graph with no cycles.

2. A complete graph Kn is a graph of n vertices such that every pair of
vertices is adjacent (i.e., all

(
n
2

)
possible edges are present).

3. A totally disconnected (or empty ) graph K̄n is a graph of n vertices such
that EK̄n

= ∅.
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4. A complete bipartite graph Km,n is a graph of order m + n such that
Km,n = K̄m + K̄n.

5. A complete npartite graph Kp1,p2,...,Pn is a graph of
∑n

i=1 pi vertices such
that Kp1,p2,...,Pn = K̄p1 + K̄p2 + . . .+ K̄pn .

6. An n-cube Qn is a graph that is defined recursively as

Q1 = K2

Qn = K2 ×Qn−1, n ≥ 2.

1.2 topological graph theory

It should be observed that the preceding definition of graph is purely combi-
natorial in the sense that an “edge” e ∈ EG is an abstract element devoid of
topological structure. Of course, it is tempting to think an edge as the homeo-
morph of the unit interval [0, 1], but this need not be done. In fact, leaving an
edge as an abstract element makes the definition of graph by far more general.
However, there are situations where there are some benefits at topologizing a
graph. Indeed, when a graph is a topological space, we could certainly consider
the issue of embedding it in a surface or a manifold and under some conditions
think the graph as a surface or a manifold.

Definition 17 Let VG be a vertex set and let Σ = {σ(e) : {0, 1} → VG} be a
set of functions. A topological graph is the topological space obtained from the
disjoint union

VG ⊔ (Σ× [0, 1])

after the identification

σ(e)(0) = (σ(e), 0)

σ(e)(1) = (σ(e), 1)

Σ× [0, 1] is the edge set EG, topologized as many copies of the unit interval.
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Chapter 2

Classical Random Graph
Generators

In this chapter, we follow the chronological development of Internet modeling
by reviewing random graphs, as they were the first models that were proposed
to cope with the phenomenal complexity of the Internet infrastructure. In or-
der to model the phenomenal size of the Internet, it is customary to consider
graphs under the asymptotic situation of an infinitely large number of vertices.
There are several such asymptotic models, which may or may not exhibit some
of the desirable properties that a random graph model of the Internet should
enjoy. Among such relevant properties are the connectivity, the diameter, the
distribution of the degree, etc. Another relevant issue is whether a property
could exhibit the thresholding phenomenon, that is, whether it could appear or
disappear abruptly under some change in the asymptotic parameters.

2.1 Erdős & Rényi random graphs

The Erdős-Rényi approach, which was the startup of random graph theory, is
characterized by purely probabilistic methods, without reference to the growth
phenomenon which later became predominant in internet research. Intuitively,
a random graph in the sense of Erdős and Rényi is defined such that, given a
number of vertices, the connections among them are specified in a random way.
More specifically, for a given number n of vertices, that is, VG = {1, 2, . . . , n},
let G (n) denote the set of all graphs G of order n. The two simplest models of
random graphs of order n are as follows:

1. G (n,m) model: Given positive integers n and m, where 0 ≤ m ≤
(
n
2

)
,

then the G (n,m) model is contained in G (n) and consists of all labeled
graphs of order n and of size m, with uniform probability distribution.

21
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Therefore, G (n,m) has ((n
2

)
m

)
=

(n(n−1)
2

m

)
elements and the probability of each graph G ∈ G (n,m) is given by

p (G) =

(n(n−1)
2

m

)−1

.

2. G (n, p) model: Given a positive integer n and a real number p where
0 ≤ p ≤ 1, then the G (n, p) model is contained in G (n) and consists of all
labeled graphs of order n and size m ≤

(
n
2

)
, and the probability measure

on those graphs is specified by that fact that every pair of vertices is
linked, independently of the other pairs, with probability p. Therefore,
the probability measure in nonuniform as it depends on m. Specifically,
the probability that G ∈ G (n, p) has m edges is given by

p (G) =

((n
2

)
m

)
pm (1− p)(

n
2)−m

.

An important part of random graph theory is the relationship between some
property Q and the random graph parameter p or m that guarantees that the
property Q arises asymptotically as n→∞. We now proceed more formally.

Definition 18 Given that Ωn is a model of random graphs of order n, then
almost every random graph in Ωn has a property Q in the sense of Erdős-Rényi
if the probability of the graphs with this property approaches 1 as n→∞.

In the following two definitions, if G and H are graphs and Q is a graph
property, by G ⊂ H, we mean that G is a subgraph of H and by G ∈ Q we
mean that the graph G has the property Q.

Definition 19 A property Q is monotone increasing if for every G ∈ Q and
G ⊂ H, then H ∈ Q.

Definition 20 The property Q is convex if for every F ⊂ G ⊂ H and F ∈
Q,H ∈ Q, then G ∈ Q.

An important relationship between the G (n,m) and the G (n, p) models is
that, under some conditions, if one model enjoys some property, so does the
other model, as stated by the following theorem:

Theorem 1 Given that m = m (n) is any sequence of positive integers such
that

(1− ε) p
(
n

2

)
< m(n) < (1 + ε) p

(
n

2

)
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where ε > 0 is fixed, then if almost every graph has a property Q in the G (n,m)
model, then so it has in the G (n, p) model. Given that the property Q is convex
and

m (n) =

⌊
p

(
n

2

)⌋
,

then if almost every graph has a property Q in the G (n, p) model, then so it has
in the G (n,m) model.

Probably the most spectacular phenomenon with random graphs is that
many monotone-increasing properties appear suddenly, i.e., graphs of a link
probability or size slightly less than a certain threshold are very unlikely to
have property Q, whereas graphs of a link probability or size slightly greater
than the threshold almost certainly have this property. A formal definition of
threshold function is given as follows:

Definition 21 Given that Ωn is a model of random graphs of order n and Q
is a property of graphs, then t = t (c, n) is a threshold function for property Q
if there exists a number c0 such that, for G ∈ Ωn, with either p (n) = t (c, n) in
G (n, p) or m (n) ∼ t (c, n) in G (n,m), the following holds:

1. if c > c0, almost all graphs G have the property Q.

2. if c < c0, almost no graph G has the property Q.

In a variant of the definition of threshold function, the issue is not the value
of a parameter c relative to some threshold value c0, but the asymptotic behavior
of p(n) or m(n) relative to some yardstick function pc(n) or mc(n).

Definition 22 Given that Q is a monotone increasing property, then the func-
tion pc (n) is a threshold function for Q in G (n, p (n)) if

lim
n→∞

p (n)

pc (n)
=

{
0, then Pn,p(n) (Q) −→ 0
1, then Pn,p(n) (Q) −→ 1

Similarly, the function mc (n) is a threshold function for Q in G (n,m (n)) if

lim
n→∞

m (n)

mc (n)
=

{
0, then Pn,m(n) (Q) −→ 0
∞, then Pn,m(n) (Q) −→ 1

2.1.1 simple asymptotic properties

Here we consider the properties of the G(n, p) model under the simple asymp-
totic condition n→∞ while p is held constant.

Theorem 2 In the G (n, p) model, with p constant and n→∞,

1. almost every graph has diameter 2;

2. almost every graph is k-connected;
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3. almost every graph contains a given subgraph of order k as an induced
graph;

4. almost every graph is nonplanar.

The preceding theorem already gives us the clue that the Erdös-Rényi model
might not be appropriate for the AS or the physical graph modeling, because
the latter definitely do not have such a small diameter as 2.

2.1.2 connectivity

The following theorem defines the threshold function for the connectivity prop-
erty.

Theorem 3 For either G ∈ G (n, p) with p(n) = c logn
n or G ∈ G (n,m) with

m (n) ∼ c12n log n, the following holds:

1. if 0 < c < 1, almost every graph G is disconnected.

2. if c > 1, almost every graph G is connected.

2.1.3 degree

Probably the most important parameter of a graph, as it relates to the Internet,
is the degree of its nodes. From the previous facts, the degree distribution of a
G(n, p) random graph follows the binomial distribution

p (k) =

(
n− 1

k

)
pk (1− p)n−1−k

which can be approximated by a Poisson distribution

p (k) ≈ exp (−np) (pn)
k

k!

for large n. Putting it another way, if Xd is the number of nodes of degree
d, the probability distribution of the random variable Xd follows the Poisson
distribution

p(Xd = k) = e−λλ
k

k!

where

λ = n

(
n− 1

d

)
pd(1− p)n−1−d

Indeed, since the nodes are independent, Xd = k is the occurrence of k times
the elementary event that the node has degree d, which occurs with probability(
n−1
d

)
pd(1− p)n−1−d.

In fact, a Poisson distribution of the degree of the nodes occurs under more
general circumstances than the strict Poisson conditions that require p ↓ 0,
n ↑ ∞, while pn = λ remains constant. This is made precise in the following
theorem, which applies to both the G(n, p) and the G(n,m) models.
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Theorem 4 Given that d is a fixed nonnegative integer and Xd is the number
of vertices of degree d, then if

1. 0 < p (n) < 1, p (n) = logn
n + d log logn

n + x
n + o

(
1
n

)
in G (n, p) or

2. 0 < m (n) <
(
n
2

)
, m (n) ∼ 1

2n log n+ d
2n log log n+ x

2n+ o (n) in G(n,m),

then Xd converges in distribution to a Poisson random variable with parameter

λ (d) = exp(−x)
d! , that is,

P (Xd = k)→ exp (−λ (d)) λ (d)
k

k!
.

Observe that the G(n, p) case is set up such that p(n)n behaves as log n as
n → ∞, and as such the model differs from the Poisson model where p(n)n
converges as n → ∞. With this clarification, the degree distribution of the
nodes in the G(n, p) case can be evaluated as

Xd

n
≈ E

(
Xd

n

)
=
λ(d)

n
=
e−p(n)n(log n)d

d!

Likewise, the degree distribution of the nodes in the G(n,m) model is easily
seen to be

Xd

n
≈ E

(
Xd

n

)
=
λ(d)

n
=
e−

2m(n)
n (log n)d

d!
.

The above has the consequence of ruling out the Erdős-Rényi random graphs
as good models of the AS and the physical graphs, because the latter have their
degree characterized by a power tail law.

2.1.4 diameter

The following theorem defines the threshold function for the “diameter 2” prop-
erty of a graph.

Theorem 5 Given that p (n)
2
n − 2 log n → ∞ and n2 (1− p (n)) → ∞ in

G (n, p) or 0 < m (n) <
(
n
2

)
and 2m(n)2

n3 − log n → ∞ in G (n,m), then almost
every graph has diameter 2.

As a generalization of the preceding, we define the threshold function of the
“diameter d” property of a graph.

Theorem 6 Given a function d (n) ≥ 3 , logn
d(n) − 3 log log n→∞, then if

1. 0 < p (n) < 1 satisfies

p (n)
d(n)

nd(n)−1 − 2 log n → ∞
p (n)

d(n)−1
nd(n)−2 − 2 log n → −∞

in the G (n, p) model or
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2. 0 < m (n) <
(
n
2

)
satisfies

2d(n)−1m (n)
d(n)

n−d(n)−1 − log n → ∞
2d(n)−2m (n)

d(n)−1
n−d − log n → −∞

in the G(n,m) model,

then almost every graph has diameter d.

2.2 Watts & Strogatz Small World graphs

The Small World phenomenon is the coexistence of two apparently contradictory
features in a social network, in which the vertices are individuals and the links
represent some social acquaintances between pairs of individuals. At the small
scale of an individual, the cluster of his (her) social acquaintances has extremely
small size compared with the world’s population (the degree is small); never-
theless, a landmark experiment demonstrated that a letter sent from friends
to friends needed an average of 6 hops to go from one individual to any other
individual [22, pp. 25-27] (the diameter of the social network is small). An-
other phenomenon in social networks is that the acquaintances of an individual
in general have social acquaintances among themselves. The tendency of the
friends of an individual to make social connections is measured by the clustering
coefficient:

C(v) =
#{△vxy : {v, x}, {v, y} ∈ EG(v)}(

deg(v)
2

)
It is the ratio of the number of triangles with a vertex at v over the maximum
possible number of triangles that that can be constructed with pairs of links at
v. It is in general agreed that a social network has a high clustering coefficient
≈ 1. In fact, in anticipation of the geometric theory of graphs, the latter is
closely related to local positive curvature at v. The random graphs as modeled
by Erdős and Rényi clearly do not generate the Small World phenomenon, for
the main reason that they have too small a diameter (2) as n → ∞. Their
clustering coefficient is roughly p, so that in an attempt to approach a social
network we would let p → 1, but this would in turn create too large a degree
≈ (n− 1)p.

This clearly motivates a new graph paradigm, the Small World paradigm,
that should satisfy the following properties:

1. The order of the graph n must be large.

2. The graph must be sparse, in the sense that the degree k of the nodes
must be small; more precisely, k << n.

3. There must be some clustering around every node in the sense that the
immediate neighbors of v must be well interlinked. Precisely, the clustering
coefficient must approach 1.
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4. The characteristic path length, that is, the average distance between two
points, must be small, of the order of 6...

Watts and Strogatz [92] proposed the so-called α- and β-models, which gen-
erate graphs with the Small World property. The α-model is motivated by how
people actually make new acquaintances in a real social network. In contrast,
the β-model is motivated by removing the reference to social network.

2.2.1 α-model

The aim of the α-model is to construct a graph that captures the nature of con-
nections in a social network. The α-model is designed so as to generate a graph
that lies between two extreme models: the caveman and the Solaria world. The
caveman world represents the model with the property that everybody you know
knows everybody else you know and no one else. In contrast, the Solaria world
represents the model with the property that the influence of current friendships
over new friendships is so slight as to be indistinguishable from random chance.
Given that n is the number of vertices, k̄ is the average degree, and α ∈ [0,∞)
is a tunable parameter, then the α-model, which is a graph of order n and of
size

⌊
k̄ n

2

⌋
, can be constructed as follows:

1. Randomly select vertex i from n possible vertices and for every j ̸= i,
compute a measure Rij of vertex i’s propensity to connect to vertex j. Rij

is equal to 0 if vertices i and j are already connected; otherwise, Rij is
computed by the following formula:

Rij =


p, mij = 0(mij

k̄

)α
(1− p) + p, 0 < mij < k̄
1, mij ≥ k̄

where mij is the number of vertices that are adjacent to both i and j and

p≪
(
n
2

)−1
is a baseline random probability of an edge (i, j) existing.

2. The probability that vertex i will connect to vertex j is given by

Pij =
Rij∑
j ̸=iRij

.

Then randomly select vertex j̃ ̸= i according to the probability Pij and
connect vertex i to vertex j̃.

3. Repeat step 1 with the restriction that, if the vertex i is chosen, it cannot
be chosen again until all other vertices have been chosen. This procedure
is repeated until the graph consists of

⌊
k̄ n

2

⌋
edges.
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2.2.2 β-model

The β-model is a one-parameter model that lies between an ordered finite dimen-
sional lattice and a random graph. In fact, the β-model has similar properties
as the α-model without the concept of social network. When β varies from 0
to 1, the corresponding graph changes from a regular lattice graph to an ap-
proximately random graph in G (n,m) model with m =

⌊
k̄ n

2

⌋
. Given that n

is the number of vertices, k̄ is the average degree, and β ∈ [0, 1] is a tunable
parameter, then the β-model, which is a graph of order n and of size

⌊
k̄ n

2

⌋
, can

be constructed as follows:

1. Starting with a ring lattice graph of order n in which every vertex is
connected to its first k̄ nearest neighbors ( k̄2 on either side). In order to
have a connected graph at all times, the graph should have n ≫ k̄ ≫
lnn≫ 1.

2. Each vertex i is chosen in turn, along with the edge that connected it
to its nearest neighbor in a clockwise sense (i, i+ 1) . Each (i, i+ 1) edge
is randomly rewired according to the probability β. If the (i, i+ 1) edge
is selected to be rewired, then the (i, i+ 1) edge is deleted and rewired
such that i is connected to another vertex j, which is chosen uniformly
at random from the entire graph (excluding self-connections and repeated
connections).

3. Repeat step 2 until all vertices have been considered once; then the proce-
dure continues for next nearest neighbor (i, i+ 2) edges, and so on. The
procedure is completed until all edges in the graph have been considered
for rewiring exactly once.

The shape of the degree distribution of the Watts-Strogatz model is similar
to that of the random graph, which has a peak at k̄ and decays exponentially
for large k.

2.3 Barabási & Albert Scale Free graphs

Recently, there has been a fair amount of study suggesting that complex real-
world data networks (for example, the AS network) are following neither the
Erdős-Rényi nor the Watts-Strogatz graph model, in the sense that the degree
distribution p(k) of real world data networks significantly deviates from the
Poisson distribution. In fact, most complex real-world data networks have their
degree distributions following the so-called power-law tail, that is, p (k) ∼ k−γ ,
where γ is independent of the scale of the network. Such a network is called scale
free. Barabási and Albert suggested that the scale free networks can be gener-
ated by combining two mechanisms: growth and preferential attachment. Most
of the complex real-world data networks can indeed be described as open sys-
tems, where new vertices can be added throughout the life of the networks, and
the new vertices are more likely to be connected to vertices of higher degrees, so
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that newly added vertices have easy “gateways” to the rest of the network. The
algorithm for the Barabási-Albert growth and preferential attachment model is
given as follows:

1. Growth: Given a graph G0 of small order n0 and of size m0, then Gt+1 is
recursively obtained from Gt by adding a new vertex v with l (≤ n0) edges
to Gt such that the new vertex connects to l different vertices in Gt.

2. Preferential Attachment: The l different vertices in Gt are chosen such
that the probability p

(
(i, v) ∈ EGt+1

)
that that vertex i ∈ Gt is connected

to the new vertex v depends on the degree ki of the vertex i, i.e.,

p
(
(i, v) ∈ EGt+1

)
=

ki∑
j

kj
.

After t time steps, the resulting graph Gt is a graph with n = t+n0 vertices
and lt +m0 edges. In addition, the degree distribution p (k) can be computed
using continuum, master-equation or rate equation approaches. All of these
approaches provide the same asymptotic results.

In the continuum approach, which was proposed by Barabási-Albert, the
degree distribution p (k) is computed by considering the rate of change of the
degree of a given vertex i, with the assumption that the probability that the
vertex i is added at time ti is uniformly distributed over [0, t]. This yields the
following formula:

p (k) =
2l2
(
t+ m0

l

)
n0 + t

1

k3
.

Hence, in the limit as t→∞,

p (k) = 2l2k−3

which predicts that the degree distribution follows the power law tail with the
exponent γ = 3.

In the master-equation approach, which was proposed by Dorogovtsev, Mendes,
and Samukhin, the asymptotic limit of degree distribution P (k) is computed
by the following formula.

p (k) =
2l (l + 1)

k (k + 1) (k + 2)
.

In the rate equation approach, which was proposed by Krapivsky, Redner,
and Leyvraz, the asymptotic limit of the degree distribution p (k) yields the
same formula as the master-equation approach.

Hence all three approaches reveal that the degree distribution p (k) ∼ k−γ , γ =
3 and independent of l.

The diameter of the Barabási-Albert models can be shown to be, asymptot-
ically as n −→∞, given by the following theorem.
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Theorem 7 Given that m is an integer greater than 2 and ε > 0 is fixed, then
a.e. Gn

m ∈ Gnm is connected and has diameter satisfying

(1− ε) log n

log log n
≤ diam (Gn

m) ≤ (1 + ε)
logn

log log n
.

If m = 1, Gm
1 is connected and has diameter satisfying(

α−1 − ε
)
log n ≤ diam (Gn

1 ) ≤
(
α−1 + ε

)
logn

where α is a solution of α exp (1 + α) = 1.

In order to gauge the importance of the preferential attachment in a growth
process, Barabasi et al devised the growth/uniform attachment construction, in
which each of the l links of the new vertex v is attached with uniform probability
to the pre-exiting ones. In other words,

1. Growth: Same as before.

2. Uniform Attachment: Any of the l new edges brought in addition to those
of Gt attaches to vertex i ∈ Gt with uniform probability, that is,

p((i, v) ∈ EGt+1) =
1

#VGt

From the above construction, the importance of the preferential attachment is
easily understood after observing that the above does not yield a power tail law.

2.4 historical and bibliographical remarks

The theory of random graphs was developed by Paul Erdős and Alfréd Rényi
in the 1950’s. Initially, it was a purely mathematical endeavor, with no specific
applications in mind, which explains why this theory remained unnoticed for
many years.

The Watts & Strogatz model was developed in the 1960’s and its origin is
traditionally said to be the modeling of social networks. However, another pre-
occupation of Watts and Strogatz was the synchronization of little bursts of
light emitted by fireants. The puzzling feature was that fireants could synchro-
nize their bursts over a distance that was beyond their visual acuity. The key
feature of the model of this phenomenon was the clustering around every ant
v of those ants within visual contact of the nominal ant v. The clusters were
of a size much smaller than the whole population of ants. To secure synchro-
nization across long distances, Watts and Strogatz conjectured that some ants
had superior visual acuity, contributing to synchronization, and modeled as the
rewiring of a neighboring link to a long distance link with probability β.

None of these models, however, was able to reproduced the heavy tailed phe-
nomenon that became the predominant feature of the physical and autonomous
systems graphs. For this reason, the Barabasi et al model was developed, quite
recently, in the late 1990’s.



Chapter 3

Embedding graphs on
surfaces

In this Chapter, we look at the somewhat simplified problem of topologically
embedding a communication graph on such a simple object as a surface, with
the aim of developing a continuous geometry model of the information flow.
The embedding is deliberately taken to be topological and disregards metric
structure, as a first step towards the concept of coarse structure in which the
metric is imprecisely defined.

First, the topological concept of surface and the classification of compact
surfaces are discussed. Next, embedding algorithms are proposed. Finally, the
flow on the edges of the graph is extended to the whole surface, revealing such
phenomena as stagnation points.

3.1 compact surface classification

The topological concept of a surface is a mathematical abstraction of the idea
of a surface made up of pieces of paper glued together. Hence a surface is a
topological space with the same local properties as the Euclidean plane or the
Euclidean unit disk.

Definition 23 A surface is a connected 2-dimensional manifold, i.e., a Haus-
dorff space in which every point has an open neighborhood homeomorphic to
the open 2-dimensional disc D =

{
x ∈ R2 : |x| < 1

}
. A surface is orientable, if

every closed path is orientation preserving (i.e., the orientation is preserved by
traveling once around the closed path). A surface is nonorientable, if it is not
orientable.

An example of a compact orientable surface is the 2-sphere S2 =
{
x ∈ R3 : |x| = 1

}
;

another important compact orientable surface is the torus, which can be de-
scribed as a surface that is homeomorphic to the surface of a doughnut. An

31
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example of a compact nonorientable surface is the real projective plane N1,
which can be described as a surface that is homeomorphic to the quotient space
of the 2-sphere S2 obtained by identifying every pair of diametrically opposite
points.

There are several elementary operations that can be performed on a surface
and that as such create new surfaces from old ones.

1. Adding a handle: Remove two open triangles of disjoint closure from the
surface, give them opposite orientation, and then glue the two triangles
along their edges.

2. Adding a crosscap: Remove an open square from the surface, give oppo-
site edges opposite orientation, and then glue opposite edges.

Another technique to create new surfaces out of old ones is to combine two
surfaces through some operations. The connected sum of two disjoint surfaces
Sa and Sb, denoted by Sa # Sb, is formed by cutting a small circular hole in
each surface and by gluing the two surfaces together along the boundaries of the
holes. To be precise, subsets Da ⊂ Sa and Db ⊂ Sb are chosen such that Da and
Db are homeomorphic to the unit disc D. The complements of the interior of
Da and Db are denoted by S′

a and S′
b, respectively. Given that h : ∂Da → ∂Db

is a homeomorphism, then the connected sum Sa # Sb is the quotient space
of S′

a ∪ S′
b obtained by identifying the point x and h (x) for all points x in the

boundary of Da. The connected sum of n tori can be viewed as a sphere with n
handles and can be denoted by Sn. Similarly, the connected sum of n projective
planes can be viewed as a sphere with n crosscaps and can be denoted by Nn.

The connected sum of a torus and a projective plane is homeomorphic to
the connected sum of three projective planes.

Definition 24 A triangulation of a compact surface S consists of a finite family
of closed subsets {T1, T2, . . . , Tn} that cover S and a family of homeomorphisms
φi : T̃i → Ti, i = 1, 2, . . . , n where each T̃i is a triangle in the plane R2.The
image of the vertices under φi is designated as vertex set and the image of the
edges under φi is designated as edge set. In addition, it is required that any two
triangles Ti and Tj , either be disjoint, or have a single vertex in common, or
have one entire edge in common.

From the strong form of the Jordan curve theorem, there exists such a tri-
angulation for any compact surface S. Therefore, the Euler characteristic χ (S)
for a compact surface S with triangulation {T1, T2, . . . , Tn} can be defined as

χ (S) = v − e+ f (3.1)

where

v = total number of vertices of S,

e = total number of edges of S,

f = total number of triangles (= n) .
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surface Euler characteristic

Sphere 2
connected sum of n tori 2− 2n
connected sum of n projective planes 2− n

Table 3.1: Euler characteristic of various compact surfaces

In fact, the Euler characteristic depends only on the surface S, not on the
triangulation chosen. In addition, the subdivision of S can be allowed into
arbitrary polygons such that the interior of each polygon is homeomorphic to
an open disc and the closure of each edge is homeomorphic to a closed interval or
a circle. Finally, the Euler characteristic is a topological invariant and does not
depend on the subdivision of S into polygons. Therefore, the Euler characteristic
of a surface S can be redefined as follows:

Definition 25 For a compact surface S, the Euler characteristic χ (S) is de-
fined as

χ (S) = v − e+ f (3.2)

where

v = total number of vertices

e = total number of edges

f = total number of regions or faces

and v, e, f are obtained from arbitrary subdivision of a surface S into polygons.

The Euler characteristic of the connected sum Sa # Sb can be computed by
the following formula:

χ (Sa # Sb) = χ (Sa) + χ (Sb)− 2 (3.3)

The Euler characteristics of particular surfaces are shown in Table 3.1.

Definition 26 The genus g (S) of a surface S is the number of handles (for
an orientable surface) or crosscaps (for a nonorientable surface) that one must
add to the sphere to obtain a surface that is homeomorphic to the surface S. A
surface that is a connected sum of n tori or n projective planes is said to be of
genus n. A sphere is of genus 0.

Proposition 1

g (S) =

{
1
2 (2− χ (S)) in the orientable surface case
2− χ (S) in the nonorientable surface case.

(3.4)

Theorem 8 Given that Sa and Sb are compact surfaces, then Sa and Sb are
homeomorphic if and only if their Euler characteristics are equal and both are
orientable or both are nonorientable.
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Proof. See [62, Chap. 1, Thm. 8.2]. �
The classification theorem for compact surfaces can be stated as follows:

Theorem 9 (classification of compact surface) Every compact surface is
homeomorphic to a sphere, to a connected sum of tori, or to a connected sum
of projective planes.

Proof. See [62, Chap. 1, Thm. 5.1 ]. �
From this theorem, every compact surface can be represented by a polygon

subject to gluing selected pairs of edges. In all three cases, the (oriented) edges
of the polygonal line are listed multiplicatively as we go clockwise along the line;
the notation a−1 denotes the edge obtained from a by reversing orientation. The
occurrence of twice the same edge along the polygonal line means that the two
edges are glued, with consistent orientation.

1. The sphere: aa−1

2. The connected sum of g tori: a1b1a
−1
1 b−1

1 a2b2a
−1
2 b−1

2 . . . agbga
−1
g b−1

g

3. The connected sum of k projective planes: c1c1c2c2 . . . ckck.

Polygon representations of sphere, torus, and projective plane are shown in
Figure ???

From the canonical representation of a surface as a polygon with pairs of
edges identified, it follows that the fundamental group of a surface is generated
by the edges of the polygonal line subject to the relation that translates the fact
that the polygonal path subject to the gluing is shrinkable to a point. Using
the formal notation of presentation of groups by generators and relations of
Chapter 18, it is easy to see that the fundamental groups of the surfaces are as
follows:

1. The sphere
π1(S

2) = ⟨a|aa−1 = 1⟩ = 1

2. The compact orientable surface of genus g:

π1(Sg) = ⟨a1, b1, ...ag, bg|a1b1a−1
1 b−1

1 a2b2a
−1
2 b−1

2 . . . agbga
−1
g b−1

g = 1⟩

3. The compact nonorientable surface with k crosscaps:

π1(Nk) = ⟨c1, ..., ck|c21...c2k = 1⟩

3.2 surface embedding

Since the internet has become a world wide service, it is useful to think the
internet as a graph drawn on the surface S2 of the earth. If there are satellites
and their links, they can be projected orthogonally back on the surface of the
earth, so that the graph is still drawn on S2.
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Recall that a graph is planar if it can be drawn on the sphere S2 without
links crossing. Using a stereographic projection argument, it is easy to show that
a graph is planar iff it can be drawn on the plane R2 without links crossing. A
celebrated theorem asserts that a graph is planar iff it does not contain any of
the Kuratowsky graphs K5, K3,3 as subgraphs.

Consider a graph G, which we write on the sphere S2, possibly with some
edges crossing. For each edge crossing, “pull a handle” and draw one of the
edges on the handle rather than on the sphere. After pulling a handle for every
pair of crossing edges, the graph is written–without edge crossings– on a sphere
with g handles, that is, the compact surface Sg of genus g. This process is of
course nonunique, but among all such processes there is one that leads to a
minimum number of handles, called the genus of the graph [95, Def. 6-9].

The computational implementation of this process relies on the so-called
Hefter-Edmonds rotation system [64, Sec. 3.2]. Intuitively, a surface encom-
passing a graph induces up to cyclic permutation an ordering of the edges flow-
ing out of each vertex. Conversely, assume that we have a rotation system
{πv : v ∈ G0}, that is, ∀v ∈ G0, we are given a permutation πv of the edges
flowing out of v. Among the great many rotation systems that are associated
with a graph, some of them induces cellular embeddings of G, that is, S \ G
breaks as the disjoint union of (acyclic) cells, i.e., homeomorphs of the open
disk. The cells of the embedding are given by the π walks [64, Sec. 3.2]: Start
at a vertex v0 and proceed along an outflowing edge e0 until we reach another
vertex v1 from which we proceed along the edge πv1(e0), etc., until we come
back to v0; this closed path bounds a cell and the cells are “glued” along the
edges to yield Sg. A fundamental result says that those rotation systems that
yield the minimum genus embedding are cellular embeddings [64, Prop. 3.4.1].
However, it is also possible to have a cellular embedding on a surface of a genus
higher than the genus of the graph. The maximum of all genera of surfaces
Sg on which the graph has a cellular embedding is called the maximum genus,
gM (G) (see [64, Sec. 4.5]).

We now proceed more formally.

Definition 27 A graph G is embedded in a surface S, if it is drawn in S so that
edges intersect only at their common vertices. The components of S − G are
regions (or faces) of the embedding. A region is a 2-cell, if it is homeomorphic
to the open unit disk. In addition, if every region of an embedding is a 2-cell,
the embedding is a 2-cell embedding.

In addition, a region is a 2-cell, if any simple closed curve in this region can
be continuously deformed or contracted into a single point.

Definition 28 The genus g (G) of a graph G is the minimum genus among the
genera of all surfaces S in which G can be embedded. An embedding of a graph
G in the compact surface Sk is a minimal embedding, if g (G) = k.

Theorem 10 Given that G is a connected graph embedded in a surface of genus
g which is equal to the genus of the graph, then every region of G is a 2-cell and
the embedding is a 2-cell embedding.



36 CHAPTER 3. EMBEDDING GRAPHS ON SURFACES

Proof. See [95, Thm. 6-11]. �

Definition 29 The maximum genus gM (G) of a graph G is the maximum
genus among the genera of all orientable surfaces in which G can be 2-cell em-
bedded.

Definition 30 A graph is planar, if it can be embedded in the plane (or equiv-
alently, in the surface S0 by the stereographic projection).

If G is planar, then g (G) = 0. If g (G) = k, k > 0, then G has an embedding
in Sk, but not in Sh, for h < k.

Theorem 11 (Kuratowski) A graph G is planar if and only if it contains no
subgraph that is homeomorphic to either K5 or K3,3.

Proof. See [42, Sec. 1.4.5 ]. �
The complete graph K5 and the complete bipartite graph K3,3 are called

Kuratowski’s graphs.

Definition 31 Given that G is a connected graph with a 2-cell embedding on
an orientable surface S, then the Euler characteristic of a 2-cell embedding G→
S, χ (G→ S) is defined by

χ (G→ S) = |V | − |E|+ |F | (3.5)

where V is the set of vertices, E is the set of edges, and F is the set of regions.

Therefore, the Euler characteristic of a 2-cell embedding is equal to the Euler
characteristic of surface S, i.e.,

χ (G→ S) = χ (S)

=

{
2− 2g, if S = Sg

2− k, if S = Nk
(3.6)

Theorem 12 For each orientable surface Sg (g = 0, 1, 2, . . .) , there exists a
connected graph G and a 2-cell embedding G → Sg whose Euler character-
istic satisfies the equation χ (G) = 2 − 2g. For each nonorientable surface
Nk (k = 0, 1, 2, . . .) , there is a graph G and a 2-cell embedding of G into the
surface Nk such that χ (G) = 2− k.

Proof. See [42, Thm. 3.3.1 and Thm. 3.3.2]. �

3.3 Algorithm for minimum embedding

An important problem in graph theory is how to determine the genus of a graph.
This problem can be translated into a combinatorial problem of determining a
rotation system with the maximum number of regions. Intuitively, each rotation
system can be considered as an algebraic description of a 2-cell embedding.
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The vertex set of a connected graph G can be denoted by VG = {1, 2, . . . , n} .
Given that V (i) = {k ∈ VG | {i, k} ∈ EG} for each i ∈ VG, then define pi :
V (i) → V (i) to be a cyclic permutation on V (i) , of length ni = |V (i)| ; pi
is designated as the rotation at i and the set {p1, p2, . . . , pn} of rotations is
designated as a rotation system, or rotation scheme.

Theorem 13 Every rotation system {p1, p2, . . . , pn} for a graph G determines
a 2-cell embedding of G into an oriented surface S, such that the orientation
on S induces a cyclic ordering of the edges {i, k} at i in which the immediate
successor to {i, k} is {i, pi (k)} , i = 1, . . . , n. In fact, given {p1, p2, . . . , pn} ,
there is an algorithm which produces the embedding. Conversely, given a 2-
cell embedding in a surface S with a given orientation, there is a corresponding
{p1, p2, . . . , pn} determining that embedding.

Proof. See [95, Thm. 6-50 ]. �
Given E = {(a, b) | {a, b} ∈ EG} , and P a permutation on the set E of

directed edges (where each edge of G is associated with two possible directions)
such that P (a, b) = (b, pb (a)) , then an orbit under P is a closed walk W =
(i0, i1) . . . (im−1, im) with the following properties:

1. For every j ̸= k, (ij−1, ij) ̸= (ik−1, ik) .

2. (ik, ik+1) = P (ik−1, ik) , k = 1, 2, . . . ,m− 1

3. (i0, i1) = P (im−1, im) .

Notice that (ij , ik) ̸= (ik, ij) since they consists of different directions. Then
each orbit under P determines a 2-cell region of the corresponding embedding.
Hence the number of orbits is the number of faces of the 2-cell embedding.
Finally, regions can be pasted together with (a, b) matched with (b, a) to obtain
an orientable surface.

Since an embedding of G into Sg(G) is a 2-cell embedding, there is a rotation
system corresponding to this 2-cell embedding. It now follows that the genus

of any connected graph can be computed by selecting among the
n∏

i=1

(ni − 1)!

possible rotation systems the one that gives the maximum number of orbits,
and hence determines the genus of a graph. The maximum genus of a graph
can be computed from a rotation system with minimum number of orbits.

To illustrate the concept of rotation system, three rotation systems of the
complete graph K5 are considered.

Let VK5 = {1, 2, 3, 4, 5} with V (i) = VK5 −{i} . Define a rotation system by

p1 : (2, 3, 4, 5)

p2 : (3, 4, 5, 1)

p3 : (4, 5, 1, 2)

p4 : (5, 1, 2, 3)

p5 : (1, 2, 3, 4)

The orbits under this rotation system are
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1. (1, 2) (2, 3) (3, 4) (4, 5) (5, 1)

2. (1, 3) (3, 2) (2, 4) (4, 3) (3, 5) (5, 4) (4, 1) (1, 5) (5, 2) (2, 1)

3. (1, 4) (4, 2) (2, 5) (5, 3) (3, 1)

From this rotation system, we have χ (K5) = 5− 10 + 3 = −2. This implies
that 2 − 2g = −2, g = 2. This rotation system corresponds to an embedding
of the graph K5 into an orientable surface with genus 2. Now consider another
rotation system defined by

p1 : (5, 4, 3, 2)

p2 : (1, 4, 3, 5)

p3 : (2, 1, 4, 5)

p4 : (5, 3, 2, 1)

p5 : (3, 4, 1, 2)

The orbits under this rotation system are

1. (1, 2) (2, 4) (4, 1) (1, 3) (3, 4) (4, 2) (2, 3) (3, 1)

2. (1, 4) (4, 5) (5, 1)

3. (1, 5) (5, 2) (2, 1)

4. (2, 5) (5, 3) (3, 2)

5. (3, 5) (5, 4) (4, 3)

Hence this rotation system yields χ (K5) = 5− 10+5 = 0. This implies that
2 − 2g = 0, g = 1. This rotation system corresponds to an embedding of the
graph K5 into an orientable surface with the minimum genus of the graph K5.

Consider the other rotation defined by

p1 : (2, 5, 4, 3)

p2 : (1, 5, 4, 3)

p3 : (1, 5, 4, 2)

p4 : (1, 5, 3, 2)

p5 : (1, 3, 4, 2)

The orbits under this rotation system are

1. (1, 2) (2, 5) (5, 1) (1, 4) (4, 5) (5, 2) (2, 4) (4, 1) (1, 3) (3, 5)

(5, 4) (4, 3) (3, 2) (2, 1) (1, 5) (5, 3) (3, 4) (4, 2) (2, 3) (3, 1) .
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Graph genus g maximum genus gM

Qn 1 + 2n−3 (n− 4) , n ≥ 2 (n− 2) 2n−2, n ≥ 2

Kn

⌈
(n−3)(n−4)

12

⌉
, n ≥ 3

⌊
(n−1)(n−2)

4

⌋
Km,n

⌈
(m−2)(n−2)

4

⌉
, m, n ≥ 2

⌊
(m−1)(n−1)

2

⌋
Table 3.2: Genus and maximum genus of some families graphs

Hence this rotation system yields χ (K5) = 5−10+1 = −4. This implies that
2 − 2g = −4, g = 3. This is the maximum genus of the graph K5. Hence this
rotation system corresponds to an embedding of the graph K5 into an orientable
surface with maximum genus.

In fact, among all 7776 possible permutations (((4− 1)!)
5
= 7776), there are

462 rotation systems of genus one, 4974 rotation systems of genus two, and 2340
rotation systems of genus three.

Table 3.2 shows the formula for some well known graphs [95, Chap. 6, Sec.
6-4 and 6-5]. Note that ⌊x⌋ denotes the greatest integer less than or equal to x;
⌈x⌉ denotes the least integer greater than or equal to x.

The problem of computing the genus of a graph is known to be NP -complete
Therefore, there is no polynomial bounded algorithm for deciding the genus of
graph.

What about embeddability of infinite graphs???...

3.4 extension of edge flow to surface

Recall that the objective of interpolating the internet grid with such a contin-
uous geometric structure as a surface is to have a convenient description of the
traffic as a flow on a manifold. Clearly, the flow is objectively defined on the
edges. However, after interpolating the graph with a surface, it is necessary
to define the flow on the surface elements as well. From this perspective, the
most fundamental problem appears to be how to solve such a PDE as the 2-
dimensional Navier-Stokes equation given the boundary conditions on the links.
The problem we will be facing taking that path, besides the issue of justifying
the fluid flow model, is that at the vertices the flow is not continuous, not even
defined. We therefore opt for a more constructive approach, which is not subject
to the apriori choice of a Navier-Stokes model and which in a sense allows for
all reasonable extensions of the boundary flow to the surface element.

Assume that the embedding G → S is cellular. Take a surface element
s2, that is, a connected component of S \G. Recall that this surface element is
simply connected, hence a cell homeomorphic to D. The boundary of this surface
element is a polygonal collection of links and vertices, homeomorphic to S1. On
that boundary, the flow is objectively defined and the problem is to extend the
flow in some continuous fashion to the whole surface element. One first problem
is that the link traffic is time-varying, but one has the option of freezing it at
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a certain time or averaging it over time. As already said, a more bothersome
problem is that the flow along the edges of a surface element—take a triangle
aka0ak+1 to make the notation easy—is not continuous at the vertices. This can
be fixed by a drawing a small smooth curve a0ka0k+1 tangent to aka0 and a0ak+1

at a0k , a0k+1 , respectively, with similar curves near the vertices ak+1 and ak.
Along ak0a0k , the flow v is tangent to the link and along the curve a0ka0k+1 the
vector field is defined to be smoothly connecting the field on ak0a0k with that on
a0k+1ak+10 . Thus, instead of a flow along aka0∪a0ak+1∪ak+1ak, we consider the
flow along ak0a0k ∪ a0ka0k+1 ∪ a0k+1ak+10 ∪ ak+10ak+1k ∪ ak+1kakk+1 ∪ akk+1ak0 .
The directional number of packets v(p) flowing along that path per unit time is
spatially smooth along this path.

The drawback of this trick is that not only do we have to extend the flow
from the boundary to the interior of such a “smoothed triangle” as ak0a0k ∪
a0ka0k+1 ∪ a0k+1ak+10 ∪ ak+10ak+1k ∪ ak+1kakk+1 ∪ akk+1ak0 but we have to do
the same extension for the concave curvilinear polygon a01a02 ∪ ...∪ a0ka0k+1 ∪
...∪a0n−1a0n around the vertex a0. The latter is necessary in order to elucidate
the singularities at the vertices.

3.4.1 extension to surface elements

The surface element is in general a polygonal cell, but to make the notation
easier we take it to be a triangle. There is no conceptual difference between the
case of a triangle and the general polygonal case.

The extension of the flow from the boundary of the smoothed triangle to its
interior is the well defined mathematical problem of extension of vector fields.
As is well known, there might be obstructions to extending the everywhere non-
vanishing continuous boundary flow to an everywhere nonvanishing continuous
vector field inside the curve. In other words, if there are obstructions, there are
points inside the triangle where the vector field will be discontinuous, will no
longer exist, or will vanish.

Precisely, invoke the Jordan curve theorem to define s2 to be the Jordan
region of

∂s2 = ak0a0k ∪ a0ka0k+1 ∪ a0k+1ak+10 ∪ ak+10ak+1k ∪ ak+1kakk+1 ∪ akk+1ak0

Clearly, there exists a diffeomorphism

h : ∂s2 → S1

Define along S1 the vector field

w(eȷθ) =
v(h−1(eȷθ))

||v(h−1(eȷθ))||

The map

f : S1 → S1

eȷθ 7→ w(eȷθ)
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where w(eȷθ) is identified with a point on the unit circle is referred to as Gauss
map. Clearly, there exists an extension of the everywhere nonvanishing field
v : ∂s2 → R2 \ 0 to an everywhere nonvanishing field v : s2 → R2 \ 0 iff there
exists an extension of the Gauss map to f : D→ S1.

Theorem 14 There is no obstruction to the extension of the everywhere non-
vanishing vector field v : ∂s2 → R2 \ 0 to an everywhere nonvanishing field
v : s2 → R2 \ 0 iff the degree of the Gauss map

deg(f) :=
1

2πȷ

∮
S1

d log f(eȷθ)

vanishes.

Proof. Assume the degree of the Gauss map is vanishing. Then the winding
number of the boundary field along the boundary vanishes; hence the flow can
be extended as a continuous flow. Now, assume the flow can be extended and
let us show by contradiction that the degree must vanish. Assume it does not.
Since the flow can be extended, it can be homotopically deformed to a constant
flow. But since the Gauss map is a homotopy invariant, the degree of the Gauss
map on the boundary vanishes. A contradiction. �

Intuitively, the degree is the winding number of the boundary field relative
to an interior point.

Now, observe that the boundary vector field along the smoothed triangle is
very specific: it is constant along ak0a0k , a0k+1 , and ak+1kakk+1 . Furthermore,
if the extensions along a0ka0k+1 , ak+10ak+1k , and akk+1ak0 are minimal in the
sense that the angle variations are minimum, then clearly the degree is restricted.

Theorem 15 If the field extension along a0ka0k+1 is minimum in the sense that

1

2πȷ

∫ a0k+1

a0k

d log v

is minimum among all extensions subject to the boundary conditions f(a0k) and
f(a0k+1), and if a similar statement holds along a0k+1 and ak+1kakk+1 , then

deg(f) = 0,±1

Proof. This theorem is easily proved observing that there are only three cases
of flows along the edges of the triangle: i) a counterclockwise circulating flow
(in which case the degree is +1), a clockwise circulating flow (in which case the
degree is −1); or a noncirculating flow (in which case the degree is 0). �

Now, assume that the degree does not vanish. The extension of the map
f : S1 → S1 to a map f : D→ S1 is not possible; in other words, the extension
field will have discontinuities or will have points where it does not exists if we
insist that it be nonvanishing. If we use the fluid flow metaphor and extend the
field to a potential field, the extension will have such points as

1. sources, that is, points 0 such that the radial velocity is vr = m
r
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2. sinks, that is, points 0 such that the radial velocity is vr = −m
r

3. vortices, that is, points of angular velocity vθ = k
2πr

Another way to proceed is to consider an extension f : D → D and argue
that the field will have points where it vanishes. Again using the fluid flow
metaphor, these points would be called stagnation points, that is, points where
the fluid is motionless. We would like to make a statement as to how many and
what kind of stagnation points there are in D. We follow a purely topological
approach, which is independent of any fluid flow model.

Corollary 1 If deg(f) ̸= 0, the extension of v : ∂s2 → R2 \ 0 to s2 → R2 has
singularities zi such that ∑

i

index(f, zi) = deg(f)

where index denotes the degree of the local Gauss map around the singularity

Proof. Proceed by homotopy invariance of the degree. deform the path ∂s2
into the interior of s2 until it encircles the singularities; the path can then be
broken down into several paths around the respective singularities, in which
case the integration yeilds the degree of the local gauss map. �

3.4.2 extension around vertices

Bibliographical and historical notes

The material in Section 3.1 follows [62], closely.
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Chapter 5

Extending graph to the
simplicial complex of a
possibly stratified manifold

Here we propose another approach to the problem of how to approximate the
internet grid with some continuous geometric structure. By its nature, the
internet is a graph. From a more topological viewpoint, this graph is a 1-
dimensional simplicial complex. This 1-dimensional simplicial complex has an
objective geometric realization as a highly singular curve in the sense that every
vertex of a degree of three or more is a multiple point of the curve.

In an attempt to make the interpolating geometric structure less singular,
one could associate, purely formally, a 2-simplex with every collection of three
routers interconnected with links. In such a case as the graph that is the 1-
dimensional skeleton of the triangulation of a compact surface, going from a
1-dimensional to a 2-dimensional realization removes all singularities. But this
is a not a general fact. In general, associating a 2-simplex with every triple of
interconnected vertices will result in a singular surface, in the sense that edges
common to three or more 2-simplexes are singular lines.

Observe that this more topological construction will not in general result
in the same surface as that constructed from graph theory. Indeed, the graph
theoretic approach leads to a smooth surface, while the new construction will
in general lead to a highly singular surface.

But probably more conceptual is the issue that the archetypal topological
construction of going to higher dimensions has resulted in some decrease of
the degree of singularity. Clearly, the smoother the geometric structure the
easier it is to describe the flow running on it. From this point on, we could go
even further and speculate whether the higher the dimension of the geometric
realization of the grid, the less singular it could be made. The hope is that the
whole internet grid could be viewed as a high dimensional compact manifold,
over which the flow could be described by a partial differential equation.
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In view of these observations, it appears that, conceptually, the problem
is to associate with the internet grid a higher-dimensional simplicial complex,
properly physically motivated and properly structured so that it be underlying
simplicial complex of such a smooth object as a manifold, or a stratified man-
ifold. Another requirement is that the extension of the link flow to the whole
manifold should be tractable.

The fundamental approach is to assign to every complete subgraph Kn of G
a (n− 1)-simplex. This will indeed result in the highest dimensional simplicial
complex that can possibly be associated with the graph. The problem is that
the resulting simplicial complex will not, in general, be homogeneous. As such,
this simplicial complex is not likely to be the simplicial complex of a manifold,
not even a manifold with boundary, albeit it is more likely to be the simplicial
complex of a stratified manifold.

Since the problem of finding a manifold that has a given simplicial complex
as triangulation–the so-called regularization problem–is not likely to be success-
ful, we opt for another approach. But probably a more important motivation
for this latter approach is that, if it does not completely remove, at least it miti-
gates the subjectivity of the assignment of n-simplexes to complete n-subgraphs.
Crudely speaking, the simplicial complex is allowed to be preprocessed, to un-
dergo a simple homotopy equivalence, to make it more likely to be the complex
of a manifold. The simple homotopy equivalence somehow manipulates the n-
simplexes are replace them by a collection of (n − 1)-simplexes, in an attempt
to make the complex closer to the complex of a manifold. Of course, this distort
the local structure of the complex, but leave the global–the large scale–structure
unchanged.

Whatever the simple homotopy equivalence does to the simplexes, the re-
maining simplexes are still made up of vertices that are connected by edges and
as such, by a recursive construction starting up with the same procedure as Sec-
tion 3.4.1, it is possible to extend the flow along the links to a flow throughout
the closure of the simplexes.

There is another, completely different, motivation for the preceding construc-
tion involving some concepts borrowed from the Čech homology. The starting
point is to observe that a router in its routing protocol depends heavily on, and
communicate heavily with, the nearby routers, that is, those that are directly
linked to the nominal one. This leads to the idea of declaring the router a0

along with its neighbors an open set, V (ai), that is, a vertex in the Čech ho-
mology theory. Following up the path of the Čech homology theory, it follows
that the routers a0, ..., an form an n-simplex iff ∩ni=0V (ai) ̸= ∅. With a little bit
of combinatorics, it is easily seem that the routers a0, ..., an form an n-simplex
iff for every pair of routers there is a link between them. This provides another
justification of the idea of declaring a set of interlinked routers a “simplex.”
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5.1 Poincaré complexes

Ever since Poincaré, it has been customary to devise simplicial complexes that
were meant to be combinatorial models of simplicial decompositions of topolog-
ical manifolds. The concepts of homology manifold (useful to address Poincaré
duality) and pseudomanifold (useful in Brouwer degree theory) are among such
examples. Both of these classes have been known to encompass topological
manifolds. Unfortunately, the gap between the topological manifolds and their
easy combinatorial models does not close. There are counterexamples of homol-
ogy manifolds that are not manifolds (see [67, p. 376]) and counterexamples
of pseudomanifolds that are not manifolds (see [61, p. 100]). The path of ap-
proach taken here is first to choose the minimum structure a complex should
enjoy for it to have a chance of being the complex of a manifold and second to
decide whether such complex is indeed the complex of a manifold. This most
fundamental property a complex should enjoy is the Poincaré duality.

Definition 32 The integral group ring ZΓ of a discrete group Γ = ({γ1, γ2, ...}, ·)
is the set of formal series ∑

ni∈Z
niγi

along with the operations:

• group operation: (
∑
niγi) + (

∑
miγi) =

∑
(ni +mi)γi

• ring product: (
∑
niγi) · (

∑
mjγj) =

∑
(nimj) (γi · γj)

Definition 33 Let K be a complex. Let C∗(K) and C∗(K) be the chain complex
and the cochain complex, respectively, of K for any coefficients. Take a chain
cn ∈ Cn(K) and a cochain ci ∈ Ci(K). By decomposing any n-simplex of the
chain cn as a product of a i-simplex and a (n-i)-simplex, write cn =

∑
c′ic

′′
n−i.

Then the cap product cn ∩ ci ∈ Cn−i(K) is defined as

cn ∩ ci =
∑

ci(c′i)c
′′
n−i

Theorem 16 (Poincaré duality) A necessary condition for an n-dimensional
simplicial complex K to be the simplicial complex of a manifold is that it is a
Poincaré complex, that is, there exists a homology class [cn] ∈ Hn(K,Zπ1(K))
such that the cap multiplication by [cn] map

[cn] ∩ · : Hi(K,Zπ1(K)) → Hn−i(K,Zπ1(K))

[ci] 7→ [cn] ∩ [ci] =
∑

ci(c′i)c
′′
n−i

is an isomorphism for the (co)homology with coefficients in Z[π1(K)], the inte-
gral group ring of the fundamental group π1(K).

The gap between Poincaré manifold and topological manifolds is in part due
to the fact that topological manifolds satisfy a Poincaré duality already at the
chain level in the sense that there exists a chain duality map

∩cn : Ci(M) −→ Cn−i(M)
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5.2 (simple) homotopy equivalence

In topology, it is customary to classify spaces up to homotopy equivalence,
because all algebraic objects associated with spaces via their simplicial, CW,
or cell complexes are homotopy invariants. The problem is that homotopy
equivalence is too coarse a classification. One way to make this classification
somewhat finer is to restrict ourselves to the most obvious kind of homotopy
equivalences: the so-called simple homotopy equivalences.

A simple homotopy equivalence is a sequence of elementary collapses
and expansions. Before proceeding to a formal definition, we give some exam-
ples which illustrate its relevance to internet problem: Consider a set of three
interlinked routers. In our topological modeling, this is a closed 2-simplex:
a0a1a2. An elementary collapse is an operation like

a0a1a2 ↘ a0a1 ∪ a0a2

The internet significance should be obvious: An elementary collapse of a system
of three interlinked routers is the disabling of a link. An elementary expan-
sion is just the reverse operation. (An expansion is basically the addition of a
link.) Now, consider a system of 4 interlinked routers. In our topological model,
this is a closed 3-simplex, a0a1a2a3. An elementary collapse is

a0a1a2a3 ↘ a0a1a2 ∪ a0a2a3 ∪ a0a1a3

Here, the elementary collapse does not entail the disabling of any router; it
simply removes the simplex property of the set of routers a0a1a2a3 and a1a2a3.
The elementary expansion is just the reverse operation of assigning a 2-simplex
with a1a2a3 and a 3-simplex to a0a1a2a3. The concepts of elementary collapse
and expansion and simple homotopy equivalence can be extended to polyhedra
by applying the elementary collapses and expansions to the “free” simplexes–
that is, those that have no faces in common with other simplexes.

As already discussed, there is some subjectivity in the assignment of sim-
plexes to interlinked routers. However, as we shall see soon, the manifold inter-
polating the grid can only be defined up to (simple) homotopy equivalence, and
as such this removes some of the apriori in the assignment of simplexes to set
of interlinked routers. The relevance of the concept of collapse and expansion
to internet problem should be obvious.

Now we proceed with more formal definitions in the more general context of
cell complexes

Definition 34 A homotopy equivalence L ↩→ K is an elementary collapse, writ-
ten K ↘ L, if K is obtained from L be attaching two cells of contiguous dimen-
sions:

K = (L ∪f Dk−1) ∪g Dk

where f, g are the attaching maps

f : Sk−2 → L

g : Sk−1 → (L ∪f Dk−1)
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An elementary expansion L ↗ K is just the reverse operation. A homotopy
equivalence is simple if it is a sequence of elementary collapses and expansions.

To better appreciate this definition, we quote the following theorems:

Theorem 17 A map f : K → L between polyhedra is a simple homotopy equiv-
alence if upon extending the map to regular neighborhoods in a sufficiently high
dimensional Euclidean space, it is homotopic to a PL homeomorphism.

Theorem 18 (s-cobordism) Let Mn≥5 be a compact connected manifold and
consider all manifolds M ′ such that there exists a manifold Wn+1 such that
∂W = M ⊔ M ′ and W retracts onto M and M ′. Then W ∼= M × [0, 1] iff
M ↩→W is a simple homotopy equivalence.

Homotopy equivalences are classified by theirWhitehead torsion. The torsion
of a homotopy equivalence f : K → L, τ(f), somehow measures the extend to
which the homotopy equivalence differs from a simple homotopy equivalence.
The torsion of a homotopy equivalence takes values in the Whitehead group
Wh(π1(K)). The Whitehead group is a K-theoretic concept. Define

GL(Zπ1(K)) = ∪∞n=1GLn(Zπ1(K))

Let En(Zπ1(K)) be the subgroup of GLn generated by elementary matrices of
the form 1+geij , 1 ≤ i, j ≤ n, g ∈ π1(K), where eij is the matrix with zeros ev-
erywhere except 1π1(K) in the entry (i, j). Let E(Zπ1(K)) = ∪∞n=1En(Zπ1(K))
and let [GL(Zπ1(K)), GL(Zπ1(K))] be the commutator subgroup.

Lemma 1 (Whitehead) The commutator subgroup [GL(Zπ1(K)), GL(Zπ1(K))]
is normal and

[GL(Zπ1(K)), GL(Zπ1(K))] = E(Zπ1(K))

Definition 35 The 1st order algebraic K-group of the integral group ring Zπ1(K)
is the Abelian (multiplicative) group

K1(Zπ1(K)) = GL(Zπ1(K))/[GL(Zπ1(K)), GL(Zπ1(K))]

In a sense, K1(Zπ1(K)) is an Abelianized version of GL(Zπ1(K)).

Definition 36 The Whitehead torsion Wh(π1(K)) of the group π1(K) is de-
fined as

Wh(π1(K)) = K1(Z[π1(K)])/


 ±g1 0 . . .

0 ±g2 . . .
...

...
. . .

 : gi is a unit of π1(K)


We first define the torsion of a homotopy equivalence L ↩→ K, where L is

a subcomplex of K. Consider the relative chain group C∗(K,L,Zπ1(K)) along
with its differential ∂k : Ck(K,L,Zπ1(K)) → Ck−1(K,L,Zπ1(K)). ∂k has a
matrix representation for some basis of the module C∗(K,L,Zπ1(K)). Hence,
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Definition 37 The torsion τ(L ↩→ K) is the image of the matrix representation
of ∂∗ in Wh(π1(K)).

For a general homotopy equivalence f : K → L, consider the mapping
cylinder Cf = K × [0, 1] ∪f L, where the attaching map is f : K × {0} → L.
Clearly, K × {0} ↩→ Cf is a homotopy equivalence. Hence,

Definition 38

τ(f : K → L) = τ(K × {0} ↩→ Cf )

.

An equivalent definition consists in considering the chain complexKn⊕Ln+1

along with the boundary operator(
∂Kn 0

(−1)nfn ∂Ln+1

)
: Kn ⊕ Ln+1 → Kn−1 ⊕ Ln

and define the torsion to be the image of the matrix representation of the above
boundary in Wh(Zπ1(K)).

Now, we can formulate the algebraic characterization of simple homtopy
equivalence:

Theorem 19 The homotopy equivalence f : K → L is simple iff τ(f) = 0.

Definition 39 A simple Poincaré complex is a Poincaré complex with the prop-
erty that its chain duality map is a simple homotopy equivalence.

A compact manifold has a simple chain duality map. It can also be shown
that a compact homology manifold is a simple Poincaré complex.

5.3 surgery exact sequence

Given a (simple) Poincaré complex K, there is a need to provide a precise
definition of the set S(s)(K) of equivalence classes of manifold structures that
have K as a triangulation.

Definition 40 A structure on a (simple) Poincaré complex K is pair (M,ϕ),
where M is a compact manifold and ϕ :M → K is a (simple) homotopy equiv-
alence. The structure set S(s)(K) is defined to be the set of equivalence classes
of structures on K for the equivalence relation (M,ϕ) ∼ (M ′, ϕ′) defined as

• M and M ′ are cobordant, that is, there exists a manifold W such that
∂W =M ⊔M ′.

• There exists a homotopy equivalence F :W → K× [0, 1] such that F |M =
f and F |M ′ = f ′.
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We note that there are essentially two theories: one for simple Poincaré
complexes and another one where the simplicity assumption is not required.
Here, the primary focus is on the latter case.

Having defined S(K), the objective is two-fold:

1. Decide whether S(K) ̸= ∅.

2. If the answer to 1) is affirmative, characterize how big S(K) is.

A complete answer to the two above questions would take us along a very long
path, so that only the main ideas are developed here.

A manifold has a normal bundle and the first question is whether the complex
K can be endowed with some “normal data” compatible with that of a manifold.
The normal bundle of a manifold is classified by a map M → BO, where BO
is the classifying space of vector bundles with orthogonal structure group. The
problem is that a Poincaré complex need not have a normal bundle; it only has a
(Spivak) spherical fibration. Spherical fibrations over a Poincaré complex K are
classified by maps K → BG, where BG is the base space of the universal sphere
bundle. While a vector bundle trivially induces a spherical fibration via a map
BO → BG, not all spherical fibrations come from a vector bundle. Whether
a spherical fibration comes from a vector bundle is formulated as to whether
there exists a lifting of the classifying map of the spherical fibration, as shown
by the diagram

BO
?

↗ ↓
K → BG

Such a lifting is called a normal invariant. It can be shown that there exists a
normal invariant iff the composite map K → BG→ B(G/O) is null homotopic.
The homotopy class of this composite is the first obstruction to the Poincaré
complex being homotopic to a manifold. It can also be shown that the set of
normal invariants N (K) can be identified with [K,G/O]. Next, we investigate
how a manifold can fit within the above diagram. Define a degree one normal
map f : M → K to be a degree one map that makes the following diagram
commute:

M → BO
f ↓ ↗ ↓
K → BG

The top row is the classifying map of the normal bundle of the manifold M ,
the bottom row is the classifying map of the spherical fibration over K, and
the diagonal arrow is a lifting of the spherical fibration classifying map. The
map f : M → K is said to be of degree one if, given a fundamental homology
class [zMn ] ∈ Hn(M) and a fundamental homology class [zKn ] ∈ Hn(K), we have
f∗([z

M
n ]) = [zKn ]. It is tacitly assumed that the normal map f comes equipped

with the classifying map M → BO of the normal bundle of the manifold M .
It is easy to see by a pullback argument that the classifying map M → BO
induces a classifying map K → BO. Conversely, it can be shown that every
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normal invariant comes from some degree one normal map. By the Browder-
Novikov theorem, the vector bundle reduction of the spherical fibrations are
in a one-to-one correspondence with the bordism classes of degree one normal
maps. Clearly, a homotopy equivalence is a degree one normal map and this
implies existence of a map S(M) → N (M), which will appear in the surgery
exact sequence.

The next step is to determine whether the degree one normal map f :M →
K is a homotopy equivalence. For this, it is necessary that π∗(f) = 0. Set
n = 2m or n = 2m + 1. It turns out that it is always possible to “kill” πi(f)
for i ≤ m. Whether it is possible to “kill” the remaining part of π∗(f) is the
secondary, surgery theoretic obstruction to making f a homotopy equivalence.
The surgery theoretic obstruction takes value in the surgery obstruction group
Ln(π1(K)). The latter implies existence of a map θ : N (M)→ Ln(π1(M)).

The main result is formulated in the following theorem:

Theorem 20 (surgery exact sequence) Let K be a Poincaré complex of for-
mal dimension n.

1. S(K) ̸= ∅ iff there exists a degree one normal map f : M → K such that
its surgery obstruction

θ∗(f) ∈ Ln(Zπ1(K))

vanishes.

2. Given a homotopy equivalence f : M → K, the structure set fits within
the surgery exact sequence

S(M)
η→ N (M)

θ→ Ln(π1(M))

where N (M) is the normal data and Ln the surgery obstruction group.

If this test does not pass, then we will have to first investigate whether K
is the simplicial complex of a manifold with boundary. The way to go is to
consider a (simple) Poincaré pair (K, ∂K) and redevelop a relative approach to
the above.

If K cannot be realized as a manifold with boundary, then the next logical
step would be to determine whether K can be realized as a stratified manifold.
Here we are reaching the forefront of current mathematical research [94].

5.4 extension of flows

This higher-dimensional extension problem follows pretty much the 2-dimensional
case of section 3.4.1, with the same difficulty that at the vertices the link flow
is ill-defined.

The approach is essentially recursive: the 2-simplexes have their vertices
rounded; in a first step the flow is continuously extended to the curves near the



5.4. EXTENSION OF FLOWS 53

vertices and in a second step the flow is extended the the interior of the rounded
simplex.

Consider then a tetrahedron. By the previous construction its faces are
approximated by rounded triangles. The tetrahedron is hence rounded by a
piece of surface near its vertices and the flow is extended to this piece of surface.
As such the flow is defined on ∂s3 and extended to s3. In another operation the
flow on the surface around the apexes is extended as well.

5.4.1 extension of flows to volume elements

Consider the problem of extending a vector field v defined on ∂sn, where sn
denotes the “rounded” simplex. Clearly, there exists a diffeomorphism

h : ∂sn → Sn−1

Define on Sn−1 the vector field

w(x) =
v(h−1(x))

||v(h−1(x))||

The map
f : Sn−1 → Sn−1

is referred to as Gauss map and as such has a degree, defined homologically as

deg(f) =
f∗([cn−1])

[cn−1]

where [cn−1] is the fundamental class of Hn−1(S
n−1).

Proposition 2 There is an extension iff the degree of the Gauss map vanishes.

Proposition 3 Any extension of the vector field v defined on ∂sn to sn has
zeros zi such that ∑

i

index(f, zi) = deg(f)

where index denotes the degree of the local Gauss map.

Proof. See [20, Proposition 12.12] �

5.4.2 extension around vertices
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Part II

Riemannian and
nonRiemannian Geometry

55





57

This part is the heart of the book. It will probably appear the most difficult
one to the novice, as it attempts to unify the concepts of Riemannian manifolds
and weighted graphs, an apparently problematic operation.

Naturally, this starts with a review of classical Riemannian geometry, in
which we emphasize the fact that those behavioral issues of the geodesics po-
tentially relevant to routing are encapsulated in that single parameter: the
sectional curvature. Thereafter, motivated by the fact that a curvature-like
concept might explain such aberrant routing behavior as fluttering, the devel-
opments take a less traditional form, as we endeavor to define curvature for
general metric spaces. The first step along that line only slightly departs from
the Riemannian tradition by attempting an isometric embedding of a graph in
constant curvature space. Indeed, if this can be done, it could be argued that
the graph has the curvature of the space it is embedded in. A first problem
with this approach is that a graph may be embeddable in spaces of different
curvature. Furthermore, it turns out that, for the tree-like graphs, the embed-
ding can only be done in a space of “infinite negative curvature,” a potentially
problematic concept.

Despite its shortfalls, this embedding approach gives us the clue that prob-
ably a better idea would be to attempt a constant curvature space embedding
only at a small scale. The latter is, in a sense, the idea of comparison geometry.
In this approach, a geodesic triangle of a graph is isometrically embedded in
a constant curvature space to yield the comparison triangle; then the graph is
declared to have locally the curvature of the comparison space if the triangle
in the graph has the same metric properties as the comparison triangle. Using
this comparison concept, we next endeavor to define local curvature concepts
for graphs. Positive curvature appears the most relevant at a low scale and is in
fact relevant to the WWW graph. The problem is that the details of the local
curvature can be very nastily heterogeneous and in fact irrelevant if the graph is
viewed from the large scale. This is essentially the concept of large scale geom-
etry, in which negative curvature is more relevant. To circumvent the difficulty
that trees are only embeddable in “infinite negative curvature spaces,” we use
a comparison argument at the idealized scale of the infinitely large triangles.
This yields the concept of Gromov (δ)-hyperbolic spaces. More specifically, a
Gromov δ hyperbolic metric space is defined such that any geodesic triangle, no
matter its size, has an inscribed triangle of finite perimeter δ. The latter is a
property shared by all Riemannian manifolds of an arbitrary curvature κ < 0.
As such, this δ-hyperbolic space concept gets out of the straitjacket of constant
curvature. However, the latter is not directly applicable to Engineering prob-
lems because, no matter how large Internet graphs are, they are finite, while the
Gromov δ-hyperbolic property only make sense for infinite graphs. This prob-
lem is resolved by properly scaling δ relative to the diameter of the graph and by
defining a finite graph to be hyperbolic if δ/diam is less that a certain threshold.
The relevance of the latter to networking problems is proved by showing that
scale free graphs are indeed δ-hyperbolic.
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Chapter 6

Shortest Distance:
Concepts and
Computations

As a prelude to Riemannian geometry in a broad sense to include nonRiema-
mannian geometry and its networking applications, here, we develop length
minimizing paths computation from the point of view of optimal control–more
specifically, from the point of view of Bellman’s Principle of Optimality. The
general Euler-Lagrange equations of the calculus of variations and its special-
ization to length minimizing paths, usually referred to as equations of geodesics,
are derived from the unified standpoint of Bellman’s principle. To further folster
the common mathematical structure shared by manifolds and graphs, we derive
the Bellman-Ford algorithm for finding a cost minimizing path on a graph from
the same Bellman Principle of Optimality. This common approach to length
minimizing paths in manifolds and graphs serves as a spring board towards
the more formal unification of graphs and manifolds insofar as their geodesics
are concerned under the concepts of geodesic space and length space via the
Hopf-Rinow theorem.

6.1 Riemannian spaces

6.1.1 Bellman’s principle

We start with the general optimal control problem:

inf
u

∫ t1

t0

L(x(τ), u(τ))dτ

subject to
ẋ = f(x, u), x(0) = x0
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In the above, x is the state, u is the control, and L stands for either “loss” or,
as we shall see later, “Lagrangian” function. At the heart of the Principle of
Optimality is the concept of the “cost to go,”

V (x, t) = inf
u,x(t)=x

∫ t1

t

L(x(τ), u(τ))dτ

By the principle of optimality, we have

V (x, t) = inf
u(τ)

(∫ t+ϵ

t

L(x(τ), u(τ))dτ + V (x(t+ ϵ), t+ ϵ)

)
Equivalently,

inf
u

(∫ t+ϵ

t

L(x(τ), u(τ))dτ + V (x(t+ ϵ), t+ ϵ)− V (x(t), t)

)
= 0

So far, we have been arguing in a global, coordinate independent fashion, but
now it is most convenient to give ourselves a local coordinate system x1, ..., xn.
Letting ϵ ↓ 0 in the above equation yields

min
u

(
L(x, u) +

∑
i

∂V

∂xi
f i(x, u) +

∂V

∂t

)
= 0

The above is sometimes referred to as Hamilton-Jacobi-Bellman’s equation. If
the control u is unconstrained, the above infimization yields an implicit relation
involving the partial derivatives of L and f i relative to the various components
of u. If the conditions of the implicit function theorem are satisfied, the implicit
relation can be rewritten in an explicit form as u = P (V ), for some partial
differential operator P . Hence the whole problem resides in the solution to the
partial differential equation for V (x, t),

L(x, P (V )) +
∑
i

∂V

∂xi
f i(x, P (V )) +

∂V

∂t
= 0

This equation can be solved in the well-known linear quadratic problem. In this
case, and for that matter in all other cases where it can be solved, u becomes
an explicit function of x, t, say, u = K(x, t). Plugging the latter in the state
equation yields ẋ(t) = f(x(t),K(x(t), t)). Existence of a unique solution is
guaranteed, at least locally, once an initial condition x(t0) is provided.

6.1.2 Euler-Lagrange equations

To derive Euler’s equations, it suffices to choose the control to be ẋ, in which
case the preceding infimization yields,

∂L

∂ẋi
+
∂V

∂xi
= 0 (6.1)
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Next, we differentiate the above relative to t, and we observe that

d

dt

∂V

∂xi
=

∂2V

∂xi∂xj
ẋj +

∂2V

∂xi∂t

=
∂

∂xi

(
∂V

∂xj
ẋj +

∂V

∂t

)
=

∂

∂xi
dV

dt

= − ∂L
∂xi

Therefore, the differentiation of (6.1) relative to t yields the celebrated Euler
equations:

d

dt

∂L

∂ẋi
− ∂L

∂xi
= 0

The problem is that the differentiation relative to t has made the resulting Euler
equation nonuniquely solvable for a given initial condition x0. In fact, it should
already be clear from the above that Euler’s equation is a second order ordinary
differential equation, which has a guaranteed unique solution once x(t0) and
ẋ(t0) are given.

6.1.3 Geodesics

Here we derive the geodesic equation from the Euler-Lagrange equation applied
to the arc length and the arc energy.

Given that γ : [a, b]→M is a differentiable curve in a Riemannian manifold
M , then the length of γ is given by

ℓ (γ) =

b∫
a

∥∥∥∥dγdt (t)
∥∥∥∥ dt

=

b∫
a

⟨
dγ

dt
,
dγ

dt

⟩ 1
2

dt (6.2)

and the energy of γ is given by

E (γ) =
1

2

b∫
a

∥∥∥∥dγdt (t)
∥∥∥∥2 dt. (6.3)

The length and energy of γ can be expressed in local coordinates x =
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(
x1, x2, . . . , xn

)
by the following formula:

ℓ (γ) =

b∫
a

√
gij (x (γ (t))) ẋi (t) ẋj (t)dt, (6.4)

E (γ) =
1

2

b∫
a

gij (x (γ (t))) ẋ
i (t) ẋj (t) dt. (6.5)

Lemma 2 For each differentiable curve γ : [a, b]→M

ℓ (γ)
2 ≤ 2 (b− a)E (γ) , (6.6)

and equality holds if and only if
∥∥∥dγ

dt

∥∥∥ = constant.

Proof. This is a direct consequence of the Cauchy-Schwarz inequality:

∫ b

a

∥γ̇∥2 · 1dt ≤

(∫ b

a

∥γ̇∥2dt

)1/2(∫ b

a

1dt

)1/2

(See [51, Chap. 1, Lemma 1.4.2].) �

Definition 41 A curve γ is parameterized proportionally to arc-length if
∥∥∥dγ

dt

∥∥∥ =

constant almost everywhere. In addition, if
∥∥∥dγ

dt

∥∥∥ = 1, the curve γ is parame-

terized by arc-length.

Hence a geodesic is always parameterized proportionally to arc-length. In
fact, there exists a diffeomorphism ψ : [0, ℓ (γ)]→ [a, b] such that∥∥∥∥dγ ◦ ψdt

∥∥∥∥ = 1

for almost every t. Hence a geodesic γ can be reparameterized such that γ :
[0, ℓ (γ)]→M is parameterized by arc-length.

Lemma 3 If γ : [a, b]→M is a differentiable curve, and ψ : [α, β]→ [a, b] is a
change of parameter, then

ℓ (γ ◦ ψ) = ℓ (γ) . (6.7)

Proof. See [51, Chap. 1, Lemma 1.4.3]. �
From lemma 3, the length of a differentiable curve is invariant under a change

of parameter.
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Arc length minimization

By definition, a geodesic is (locally) arc length minimizing, so that the relevant
Lagrangian is

L(x, ẋ) =
(
gij ẋ

iẋj
)1/2

Hence, Lagrange’s equations yield, successively,

d

dt

∂

∂ẋk
(
gij ẋ

iẋj
)1/2 − ∂

∂xk
(
gij ẋ

iẋj
)1/2

= 0

d

dt

1

L

(
gkj ẋ

j + gikẋ
i
)
− 1

L

∂gij
∂xk

(
ẋiẋj

)
= 0

At this stage, it is convenient to reparameterize the problem in terms of the arc
length s. The transformation t 7→ s is certainly invertible because its Jacobian
ds
dt = L is nonvanishing. After the reparameterization, we get

d

ds

(
gkj ẋ

j + gij ẋ
i
)
− ∂gij
∂xk

(
ẋiẋj

)
= 0

where now ẋ is a short for dx
ds . Computing the partial derivatives yields,

gkj ẍ
j + gikẍ

i +

(
∂gkj
∂xl

ẋlẋj +
∂gik
∂xl

ẋlẋi − ∂gkj
∂xk

ẋiẋj
)

= 0

Manipulating the indices yields

gkj ẍ
j +

1

2

(
∂gkj
∂xi

+
∂gik
∂xj

− ∂gij
∂xk

)
ẋiẋj = 0

Premultiplying by glk and contracting the index k yields the celebrated geodesic
equation

d2xk

ds2
+ Γk

ij

dxi

ds

dxj

ds
= 0

where

Γk
ij =

1

2
gkl
(
∂glj
∂xi

+
∂gil
∂xj
− ∂gij
∂xl

)
are the so-called Christoffel symbols of the Levi-Civita connection.

Energy minimization

The Euler-Lagrange equations of energy minimization are given by the following
equation

d

dt

∂E

∂ẋi
− ∂E

∂xi
= 0, i = 1, 2, . . . , n, (6.8)

where

E (x, ẋ) =
1

2
gjk (x) ẋ

j ẋk,

xi (t) = xi (γ (t)) .
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Then

d

dt

(
gik (x (t)) ẋ

k (t) + gji (x (t)) ẋ
j (t)

)
= gjk,i (x (t)) ẋ

j (t) ẋk (t)

gikẍ
k + gjiẍ

j + gik,lẋ
lẋk + gji,lẋ

lẋj = gjk,iẋ
j ẋk

glmẍ
m +

1

2
(glk,j + gjl,k − gjk,l) ẋj ẋk = 0

gilglmẍ
m +

1

2
gil (glk,j + gjl,k − gjk,l) ẋj ẋk = 0.

Hence

ẍi (t) + Γi
jk (x (t)) ẋ

j (t) ẋk (t) = 0, i = 1, 2, . . . , n. (6.9)

That is, the geodesic is the solution of the Euler-Lagrange equations for energy
E.

Theorem 21 A geodesic γ on a Riemannian manifold M satisfies the Euler-
Lagrange equations for the energy E.

Proof. See [51, Chap. 1, Lemma 1.4.4]. �

6.2 NonRiemannian spaces

6.2.1 Metric, geodesic, and length spaces

Definition 42 A metric space (X, d) is a set X endowed with a symmetric,
positive definite, nondegenerate form satisfying the triangle inequality.

Definition 43 Given that (X, d) is a metric space, then a curve or a path γ in
X is a continuous mapping from a compact interval [a, b] ⊂ R into X.

Definition 44 Given that (X, d) is a metric space, then the length of a curve
γ : [a, b]→ X is

l (γ) = sup
a=t0≤t1≤···≤tn=b

n−1∑
i=0

d (γ (ti) , γ (ti+1)) ,

where the supremum is taken over all possible partitions (no bound on n) with
a = t0 ≤ t1 ≤ · · · ≤ tn = b. A curve γ is said to be rectifiable if it has finite
length.

Definition 45 Given that (X, d) is a metric space, then a geodesic path γ is
an isometric embedding γ : [a, b]→ X, that is, a map such that

d (γ (t) , γ (t′)) = |t− t′| , ∀t, t′ ∈ [a, b] .
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It is trivial to observe that the parameter t of the geodesic is the arc length,
which we shall from here on denote as s. Next, if A, B are the end points of
the geodesic, that is, γ(a) = A, γ(b) = B, then the above implies that

ℓ(γ) = sup
a=s0≤...si≤si+1...≤sn=b

n−1∑
i=0

d(γ(si), γ(si+1)) =
n−1∑
i=0

|si+1 − si| = b− a

Furthermore, the isometric embedding property also implies that d(A,B) =
b − a, so that ℓ(γ) = d(A,B). It is easily see from the triangle inequality that
any path joining A to B has length at least d(A,B). Hence it follows that the
geodesic γ joining A to B is a shortest length arc joining A to B. As a word of
caution, this definition of a geodesic as an isometric embedding implies that the
geodesic is globally arc length minimizing, whereas the Riemannian definition of
geodesic implies that it is only locally arc length minimizing.

Definition 46 A metric space (X, d) is a geodesic space if for every two points
in X there exists a geodesic path joining them. A metric space (X, d) is a
uniquely geodesic space if there is exactly one geodesic path joining two points
in X. A metric space (X, d) is an r-geodesic space if for every two points in X
of which the distance between them is less than r, there is a geodesic path joining
them.

An example of a geodesic space is a complete metric space (X, d) with the
property that ∀x, y ∈ X, there exists a point m ∈ X such that

d (x,m) = d (y,m) =
1

2
d (x, y)

m is called the midpoint between x and y (see [23, p. 41]). To prove the
preceding, find the midpoint between x and m, the midpoint between m and y,
and iterate until the sequence of midpoints converges to an arc, easily seen to
be the geodesic from x to y.

The Euclidean space En is an example of a uniquely geodesic space. The
punctured Euclidean space, En \ {0}, is not a geodesic space, because, for ex-
ample, the points (−1, 0) and (+1, 0) cannot be joined by a geodesic. The issue
as to whether a Riemannian manifold is a geodesic space is dealt with by the
celebrated Hopf-Rinow theorem:

Theorem 22 (Hopf-Rinow) For a Riemannian manifold M , the following
statements are equivalent:

1. M is metrically complete

2. M is geodesically complete

Furthermore, under any of these conditions, M is a geodesic space.
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Proof. See [51, Th. 1.4.8], [21, Corollary 3.20]. �
A finite graph in which every edge is assigned a “weight,” as it is practiced in

communication networks, is a geodesic space; the distance between two vertices
is defined as the infimum of the weights of all paths joining A and B, where the
weight of a path is the sum of the weights of the constituting edges of the path.
An infinite graph need not be a geodesic space; for example, the non locally
finite graph on two vertices A,B joined by countably infinitely many edges with
weights 1 + 1/n, n = 1, 2, ... is not a geodesic space, because d(A,B) = 1, yet
there does not exist a geodesic of length 1 joining A,B.

Observe that, for a weighted graph, the distance is defined from the link
weights. This can be formalized under the concept of length space.

Definition 47 A length structure defined over a topological space X is a subset
A of arcs in X along with a function L : A → R+ ∪ ∞, and subject to the
following restrictions:

1. closure under restriction

2. closure under concatenation

3. closure under reparameterization.

Clearly, a topological space together with a length structure can be made a
metric space as follows:

dL(A,B) = inf{ℓ(L) : L joins A to B}

Such a distance emanating from a length structure is called length distance.
More formally,

Definition 48 A metric space (X, d) whose metric is a length metric is called
length space.

Clearly, a graph along with the metric d induced by the link weights is a
length space.

Another example of length space is a Riemannian manifold endowed with
its usual distance, since this distance emanates from the length element ds2.

In general, a metric space need not be a length space and a length space need
not be a geodesic space. For example, R \ {0} with the metric d (x, y) = |x− y|
is a metric space, but it is not a length space. In addition, E2 \ {0} is a length
space, but it is not a geodesic space, as already observed.

However, from a generalized version of the Hopf-Rinow theorem, sometimes
referred to as Hopf-Rinow-Cohn-Vossen theorem (see [23, Th. 2.5.28]), a com-
plete locally compact length space is a geodesic space.

Theorem 23 (Hopf-Rinow-Cohn-Vossen) Given that X is a complete lo-
cally compact length space, then

1. every closed bounded subset of X is compact,
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2. X is a geodesic space.

From the above, we recover the already known result that a complete Rie-
mannian manifold is a geodesic space.

Therefore, finitely connected graphs, Cayley graphs, and complete Rieman-
nian manifolds are unified under the concept of geodesic metric spaces. Clearly,
we have found a common structure for the geometric objects on which hydro-
dynamic flows and information flows propagate. We have fallen, however, a bit
short of encompassing those networks where the cost of communicating from
A to B is not the same as the cost of communicating from B to A, also re-
ferred to as digraphs. This could be accomplished by extending the approach of
Section A.4 to nonsymmetric adjacency matrices.

6.2.2 Bellman-Ford and Dijkstra algorithms

Here we look at arc length minimization on a graph. The two well known
algorithms—the Dijkstra and the Bellman-Ford algorithms—both involve some
version of the Principle of Optimality. The only difference between the two
algortihms is that the Bellman-Ford algorithm uses time parameterization, that
is, parameterization by the number of hops, while the Dijkstra algorithm uses
arc length parameterization.

To understand what version of the Principle of Optimality is specifically
involved in arc length minimization, we temporarily remains within the confines
of Riemannian geometry. Arc length minimization specifically involves mixed
conditions: an initial condition x0 and a terminal condition x1. The generic
problem is to join x0 to x1 along an arc that minimizes some cost functional,
not necessarily the energy functional as is the case with the reachability gramian.
The problem is that, if we define

W (x0, x1, t1 − t0) = inf

∫ t1

t0

Ldτ

subject to x(t0) = x0 and x(t1) = x1 for fixed t1 − t0, the above may not have
a finite solution. To increase the chances of existence of a finite solution, we
rather define

W (x0, x1, T ) = inf
u([t0, t1])
t1 − t0 ≤ T

∫ t1

t0

Ldτ

that is, the cost it takes to go from x0 to x1 in T or less than T units of time.
The principle of optimality in this newer context does not involve the cost-to-go,
but the “cost-to-backstep,” W (x0, x, T ); specifically,

W (x0, x1, T +∆) = inf
x(t)=x,t1−t≤∆

{
W (x0, x, T ) +

∫ t1

t

Ldτ

}
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Bellman-Ford algorithm

Let the weighted graph (G,w) be given, where w(vi, vj) is the weight of the
edge joining vi to vj . The Bellman-Ford algorithm recursively constructs the
tree T (v0, h) of all geodesic paths from v0 having no more than h hops. For
v ∈ T (v0, h), let W (v0, v, h) <∞ be the minimum cost of going from the vertex
v0 to the vertex v in no more than h hops. For v ̸∈ T (v0, h), W (v0, v, h) =∞.

The algorithm is initialized as T (v0, 0) = {v0},W (v0, v0, 0) = 0 andW (v0, v ̸=
v0, h > 0) =∞. The basic recursive step is the following version of the Principle
of Optimality

W (v0, v, h+ 1) = min
vi

(W (v0, vi, h) + w(vi, v))

and the tree is updated as

T (v0, h+ 1) = T (v0) ∪ {vi}

Dijkstra algorithm

Given a weighted graph (G,w), the Dijkstra algorithm recursively constructs the
tree T (v0, s) consisting of all vertices within a distance from v0 not exceeding
s. For any v ∈ T (v0, s), the distance d(v0, v) is defined. For s sufficiently large,
T (v0, s) becomes the spanning tree of all geodesics emanating from v0.

The algorithm is initialized as T (v0, 0) = {v0}, along with d(v0, v) = w(v0, v),
∀v ∈ E(v0). Assume the tree T (v0, s) is known. The basic recursive step is is

s+∆s = min
vi ̸∈T (v0,s)

(
min

v∈T (v0,s)
(d(v0, v) + w(v, vi))

)
and the tree is updated as

T (v0, s+∆s) = T (v0, s) ∪ {vi}



Chapter 7

Gauss Theory of Surfaces
and the Theorema Egregium

7.1 Surfaces

Let E3 be charted with coordinates (x, y, z) relative to the basis (fx, fy, fz). A
surface can be defined locally by the chart

D → E3

(u, v) 7→ ξ(u, v)

where D is the diffeomorph of the open unit disk of R2. As such (u, v) are
local coordinates of the surface. The atlas of a surface is the collection of charts
(Di, ξi) properly glued.

It is convenient to associate with the surface a moving frame defined as

Eu =
∂ξ

∂u
, Ev =

∂ξ

∂v
, Ew = Eu × Ev

The span of the vectors Eu, Ev defines the tangent space TξS. Clearly, Ew is
the normal to the surface.

The inner product ⟨, ⟩ in E3 induces a metric on the surface as follows:

||dξ||2 =

∥∥∥∥ ∂ξ∂udu+
∂ξ

∂v
dv

∥∥∥∥2
=

⟨
∂ξ

∂u
du+

∂ξ

∂v
,
∂ξ

∂u
du+

∂ξ

∂v

⟩
The above leads to the so-called first quadratic form:

ds2 =
(
du dv

)( E F
F G

)(
du
dv

)
69
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where,

E =

∥∥∥∥ ∂ξ∂u
∥∥∥∥2 , F =

⟨
∂ξ

∂u
,
∂ξ

∂v

⟩
, G =

∥∥∥∥∂ξ∂v
∥∥∥∥2

It is noted that E,F,G are functions of (u, v). As such, the first quadratic form
is relevant to the intrinsic geometry of the surface, since it can be expressed
entirely in terms of the local coordinates (u, v), which can be viewed as abstract
coordinates, without reference to the encompassing space E3.

Another important metric quantity is the area. Consider in D a small par-
allelogram constructed on the vectors (du1, dv1), (du2, dv2). This in turn maps
to a parallelogram constructed on the vectors

dξ1 =
∂ξ

∂u
du1 +

∂ξ

∂v
dv1,

dξ2 =
∂ξ

∂u
du2 +

∂ξ

∂v
dv2

in the tangent plane to the surface S. It is well known that in E3, the area of a
parallelogram constructed with the above vectors is given as

dA2 = det

(
⟨dξ1, dξ1⟩ ⟨dξ1, dξ2⟩
⟨dξ2, dξ1⟩ ⟨dξ2, dξ2⟩

)
After a few manipulations, this yields,

dA =
√
EG− F 2(du1dv2 − du2dv1)

7.2 Curvature

Positive curvature versus negative curvature at a point on a surface is basically
the issue as to whether the surface is on one side or on both sides of the tangent
plane at that point.

Consider the point ξ(0, 0) ∈ S and the tangent plane Tξ(0,0)S. The “height”
of the tangent plane relative to the surface is⟨

(ξ(u, v)− ξ(0, 0)), Ew(0, 0)

∥Ew(0, 0)∥

⟩
Clearly, the first order term of the expansion of the height function vanishes, so
that the next term is the second order one:⟨

(ξ(u, v)− ξ(0, 0)), Ew(0, 0)

∥Ew(0, 0)∥

⟩
=
(
u v

)( L M
M N

)(
u
v

)
+ ...

In the above, L,M,N are the second order derivatives of ⟨ξ, Ew(0, 0)/∥Ew(0, 0)∥⟩.
Recall that the norm of Ew = Eu × Ev is the area of the parallelogram con-
structed on Eu, Ev, that is,

√
EG− F 2. In anticipation of some tedious manip-

ulation, L,M,N are defined in simplified notation as

L
√
EG− F 2 = ⟨ξuu, Ew⟩, M

√
EG− F 2 = ⟨ξuv, Ew⟩, N

√
EG− F 2 = ⟨ξvv, Ew⟩
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where the subscripts of ξ denote partial derivatives.
The second order term is called second quadratic form. Clearly, the sign of

the eigenvalues of

(
L M
M N

)
dictates whether the surface is above, below,

or on both sides of the tangent plane. Since the product of the eigenvalues
is the determinant, it is clear that positive curvature means LN − M2 > 0
while negative curvature means LN − M2 < 0. We introduce the area as a
normalization factor and define the Gauss (or sectional) curvature to be

κ =
LN −M2

EG− F 2

The above normalization also has the effect of making κ invariant under change
of parameterization.

The famous Theorema Egregium of Gauss asserts that the curvature is in-
trinsic to the geometry of the surface and hence is expressible in terms of the
E,F,G only. We proceed from

κ(EG− F 2)2 = (⟨ξuu, (Eu × Ev)⟩)(⟨ξvv, (Eu × Ev)⟩)− (⟨ξuv, (Eu × Ev)⟩)2

By elementary vector geometry, all of the inner products appearing in the right
hand side of the above are expressible in term of determinants constructed on
the x, y, z coordinates of the various vectors. Precisely,

(⟨ξuu, (Eu × Ev)⟩) = det

 ξuu,x ξuu,y ξuu,z
ξu,x ξu,y ξu,z
ξv,x ξv,y ξv,z



(⟨ξvv, (Eu × Ev)⟩) = det

 ξvv,x ξvv,y ξvv,z
ξu,x ξu,y ξu,z
ξv,x ξv,y ξv,z


(⟨ξuv, (Eu × Ev)⟩) = det

 ξuv,x ξuv,y ξuv,z
ξu,x ξu,y ξu,z
ξv,x ξv,y ξv,z


Clearly, the first term in the right hand side of κ(EG − F 2)2 is the product
of two determinants, hence the determinant of the product of the respective
matrices. Next, since the determinant is not affected by matrix transposition,
we have

(⟨ξuu, (Eu × Ev)⟩)(⟨ξvv, (Eu × Ev)⟩)

= det

 ξuu,x ξuu,y ξuu,z
ξu,x ξu,y ξu,z
ξv,x ξv,y ξv,z

 ξvv,x ξu,x ξv,x
ξvv,y ξu,y ξv,y
ξvv,z ξu,z ξv,z


= det

 ⟨ξuu, ξvv⟩ ⟨ξuu, ξu⟩ ⟨ξuu, ξv⟩⟨ξu, ξvv⟩ E F
⟨ξv, ξvv⟩ F G


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Using exactly the same manipulation, it is found that

(⟨ξuv, (Eu × Ev)⟩)2

= det

 ξuv,x ξuv,y ξuv,z
ξu,x ξu,y ξu,z
ξv,x ξv,y ξv,z

 ξuv,x ξu,x ξv,x
ξuv,y ξu,y ξv,y
ξuv,z ξu,z ξv,z


= det

 ⟨ξuv, ξuv⟩ ⟨ξuv, ξu⟩ ⟨ξuv, ξv⟩⟨ξu, ξuv⟩ E F
⟨ξv, ξuv⟩ F G


Putting all of the pieces together, and after some further elementary matrix
manipulation, it is found that the crucial curvature-related term becomes

κ(EG− F 2)2 =

(⟨ξuu, ξvv⟩ − ⟨ξuv, ξuv⟩)(EG− F 2)

+ det

 0 ⟨ξuu, ξu⟩ ⟨ξuu, ξv⟩
⟨ξu, ξvv⟩ E F
⟨ξv, ξvv⟩ F G


− det

 0 ⟨ξuv, ξu⟩ ⟨ξuv, ξv⟩
⟨ξu, ξuv⟩ E F
⟨ξv, ξuv⟩ F G


The final twist is to show that all of the partial derivatives appearing in the
right hand side of the above are easily expressible in terms of the first quadratic
form. First, from ⟨ξu, ξu⟩ = E, ⟨ξu, ξv⟩ = F , ⟨ξv, ξv⟩ = G, we obtain

⟨ξuu, ξu⟩ =
1

2

∂E

∂u

⟨ξuu, ξv⟩ =
∂F

∂u
− 1

2

∂E

∂v

⟨ξu, ξvv⟩ =
∂F

∂v
− 1

2

∂G

∂u

⟨ξv, ξvv⟩ =
1

2

∂G

∂v

⟨ξuv, ξu⟩ =
1

2

∂E

∂v

⟨ξuv, ξv⟩ =
1

2

∂G

∂u

Differentiating the 2nd equation relative to v and the last equation relative to
u yields, respectively,

⟨ξuuv, ξv⟩+ ⟨ξuu, ξvv⟩ =
∂2F

∂v∂u
− 1

2

∂2E

∂v2

⟨ξuuv, ξv⟩+ ⟨ξuv, ξuv⟩ =
1

2

∂2G

∂u2
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Subtracting the second from the first yields

⟨ξuu, ξvv⟩ − ⟨ξuv, ξuv⟩ = −
1

2

∂2G

∂u2
+

∂2F

∂u∂v
− 1

2

∂2E

∂v2

Clearly, our objective of writing κ as a function of the matrix of the first
quadratic form has been achieved.

In order to find a compact expression of κ in terms of E,F,G it is convenient
to assume that the moving frame Eu, Ev is orthogonal. In this case, we obtain

κ = −1

2

1√
EG

(
∂

∂v

∂E/∂v√
EG

+
∂

∂u

∂G/∂u√
EG

)

7.3 Gauss-Bonnet theorem

Let C : [0, 2π) ∋ t 7→ c(t) ∈ S be a piecewise differentiable curve on S. Let V
be a unit vector tangent to S and displaced parallel to itself along the curve.
The Gauss-Bonnet theorem asserts that the parallel displacement of V (0) along
C results in a V (2π) not aligned with the initial vector; more precisely, the
mismatch angle ∠(V (0), V (2π)) is equal to the integral of the curvature along
the surface bounded by C.

As a simple illustration, consider a vector tangent to an arc of great circle of
the unit sphere. In its parallel displacement along the entire arc of great circle,
the vector remains tangent to the arc of great circle and hence ∠(V (0), V (2π)) =
2π. Since for a unit sphere κ = 1, the integral of the curvature along the half-
sphere is clearly the area of the half-sphere, that is 2π, hence illustrating the
Gauss-Bonnet theorem.

To prove the theorem, we attach a moving frame Eu, Ev to the curve C, so
that the frame has vanishing index along C. The latter means that neither Eu

nor Ev makes a complete 2π rotation along the curve. Let the normal vector be
the cross product Eu ×Ev. Let θ = ∠(Eu(c(t)), V (c(t))) be the angle by which
Eu has to rotate to align itself with V . Since the frame has vanishing index, it
follows that

∠(V (0), V (2π)) =

∮
dθ

The problem is to show that the right hand side integral is related to the cur-
vature on the surface bounded by C.

From here on, it is assumed that Eu ⊥ Ev. The fact that V has unit norm
yields the parameterized expression:

V =
cos θ√
E
Eu +

sin θ√
G
Ev
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Next,

V̇ = − sin θ√
E
θ̇Eu +

cos θ√
G
θ̇Ev

+
cos θ√
E
Ėu +

sin θ√
G
Ėv

−1

2

cos θ

E3/2
ĖEu −

1

2

sin θ

G3/2
ĠEv

Next, we require V (t) to be a parallel field, that is, we require V̇ to have an
Ew component only, that is, ⟨V̇ , Eu⟩ = 0 and ⟨V̇ , Ev⟩ = 0. Taking the inner
product of the above with Eu and observing that Ė = 2⟨Ėu, Eu⟩ yields

sin θ

(
−
√
Eθ̇ +

1√
G
⟨Ėv, Eu⟩

)
= 0

Likewise, taking the scalar product with Ev and observing that Ġ = 2⟨Ev, Ėv⟩
yields

cos θ

(√
Gθ̇ +

1√
E
⟨Ėu, Ev⟩

)
= 0

If we further observe that ⟨Ėv, Eu⟩+ ⟨Ev, Ėu⟩ = 0, the above two equations are
consistent with solution

θ̇ =
1√
EG
⟨Eu, Ėv⟩

Next, a bit of vector calculus shows that

⟨Eu, Ėv⟩ = ⟨Eu,
∂Ev

∂u
⟩u̇+ ⟨Eu,

∂Ev

∂v
⟩v̇

= ⟨Eu,
∂Ev

∂u
⟩u̇− ⟨∂Eu

∂v
,Ev⟩v̇

= ⟨Eu,
∂Eu

∂v
⟩u̇− ⟨∂Ev

∂u
,Ev⟩v̇

=
1

2

(
∂E

∂v
u̇− ∂G

∂u
v̇

)
Finally, we apply Stokes’ theorem to get∮

θ̇dt =

∮
1

2
√
EG

(
∂E

∂v
du− ∂G

∂u
dv

)
= −1

2

∫ ∫ (
∂

∂u

G′
u√
EG

+
∂

∂v

E′
v√
EG

)
dudv

=

∫ ∫
K
√
EGdudv

=

∫ ∫
KdA



Chapter 8

Riemannian Geometry

This chapter develops formal Riemannian geometry. In particular, geodesics,
which were defined to be length minimizing paths in the previous chapter, are
here redefined more formally as curves that have their tangent fields parallel to
themselves.

8.1 Vector fields and Lie bracket

8.2 Levi-Civita model

8.2.1 kinematic interpretation

Consider a particle moving along the C1 motion x(t) on a C1 surface S embed-
ded in E3. By most elementary kinematics, the velocity, viz.,

V (x(t)) =
dx(t)

dt

is in the tangent plane Tx(t)S. The acceleration dV (x(t))
dt , however, will not

in general lie in the tangent plane. While this is not a matter of significant
importance as long as the surface is embedded in E3, it becomes a conceptual
problem if we want to define an “acceleration” in the context of the intrinsic
geometry of the surface. To define an acceleration that remains within the
tangent plane, an acceleration referred to as tangential in elementary kinematics,
we define the covariant, rather than absolute, derivative as

DV (x(t))

dt
:= PTx(t)S

dV (x(t))

dt

where PTx(t)S denotes the orthogonal projection onto the tangent plane Tx(t)S.

75
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8.2.2 formal definition

We now proceed a bit more formally by removing the reference to kinematics.
In this context, we are given a tangent field V , that is, an assignment S ∋ x 7→
V (x) ∈ TxS, along which we want to differentiate the C1 vector field W . The
covariant, or Levi-Civita, derivative of W along V is the vector field defined as

∇VW (x0) = PTx(t0)S
dW (x(t))

dt

∣∣∣∣
t=t0

where x(t) is the integral curve of V passing through x0, that is, the solution
to ẋ(t) = V (x(t)) subject to x(t0) = x0. ∇VW is sometimes rewritten, more
informally, as DW

dt , when the tangent field along with the differential is taken is
obvious from the context.

The Levi-Civita derivative enjoys the following arch typical properties:

Theorem 24 The Levi-Civita derivative satisfies the following properties:

1. linearity:

∇α1V1+α2V2W = α1∇V1W + α2∇V2W

2. product rule:

∇V αW = α∇VW +
dα(x(t))

dt
W

3. symmetry: If E1, E2 is a tangent frame,

∇EiEj = ∇EjEi

4. compatibility with the metric:

d

dt
⟨W,Z⟩ = ⟨∇VW,Z⟩+ ⟨W,∇V Z⟩

Proof. Only the symmetry property is nontrivial. Let (F1, F2, F3) be an or-
thonormal reference frame of E3. Clearly, there exists a C0 coefficient matrix A
such that (

E1

E2

)
= A

 F1

F2

F3


By linearity of the covariant derivative, we have

(
∇E1

∇E2

)
= A

 ∇F1

∇F2

∇F3


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Combining the above two, we get

(
∇E1

∇E2

)(
E1 E2

)
= A

 ∇F1

∇F2

∇F3

( F1 F2 F3

)
AT

= AIAT

= AAT

and the connection is symmetric. �

8.2.3 parallel displacement

If W0 ∈ Tx(t0)S, the parallel displacement of W along x(t) in the ambient space

R3 is the solution of the differential equation dW (x(t))
dt = 0 subject to the initial

condition W (x(t0)) = W0. This solution will in general take W outside the
tangent space. To remain within the confines of the intrinsic geometry of the
surface, we define the Levi-Civita parallel displacement of W along x(t) via the
differential equation

DW (x(t)

dt
= ∇ẋW (x(t)) = 0

subject to the intial condition

W (x(t0)) =W0

This time, the parallel displacement will result in tangent vectors. Given W0 ∈
Tx(t0)S, the parallel displacement will provide a W1 ∈ Tx(t1)S. This yields a
unique assignment Tx(t0)S ∋W0 7→W1 ∈ Tx(t1)S, the Levi-Civita connection.

With this concept the Levi-Civita derivative can be redefined as

∇VW (x0) = lim
τ↓0

W0(t0 + τ)−W (t0)

τ

where W0(t0 + τ) is the parallel displacement of W (t0 + τ) to Tx(t0)S.

8.2.4 arc length minimization

Probably the most important motivation of the concept of covariant derivative
is that it is a convenient way to formulate arc length optimality. Define inn R3

the surface S = {x ∈ R3 : ⟨x|x⟩ = c}, where ⟨·|·⟩ is a possibly nonsign definite
quadratic form and c is a constant. It is well known that the metric ⟨dx|dx⟩ on
R3 induces a metric ds2 on S. As such, given two points a, b ∈ S, there arises

the problem of finding a rectifiable curve along which
∫ b

a
ds is minimum.

Theorem 25 The arc-length parameterized curve

γ : [0, d(a, b)] → S

s 7→ γ(s)
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is a geodesic iff

∇γ̇ γ̇ :=
Dγ̇(s)

ds
= PTγ(s)S γ̈ = 0

Proof. We treat this problem as a constraint optimization with Lagrange mul-
tiplier:

L =

√∑
i

γ̇2i + λ⟨γ|γ⟩

Writing the Euler-Lagrange equations relative to the generalized coordinates γi
yields,

γ̈i = λ⟨ ∂γ
∂γi
|γ⟩

= λ⟨Ei|γ⟩

It follows that
∑

i γ̈iγ̇i = λ⟨γ̇|γ⟩ = 0, where the last equality stems from the
fact that d

ds ⟨γ|γ⟩ =
d
dsc = 0. But γ̇ ∈ Tγ(s)S. Hence PTγ(s)S γ̈ = 0. �

8.3 covariant derivative

Here we redefine ∇VW in a manner totally independent of any embedding of
the manifold in a Euclidean space. The idea is to develop an intrinsic definition
that enforces linearity and product rule:

∇VW = ∇viEi
wjEj

= vi∇Eiw
jEj

= vi
(
wj∇EiEj +

∂wj

∂ξi
Ej

)
It follows from the above that linearity and product rule will be satisfied no
matter how ∇EiEj is defined. Clearly, the latter is a vector field and as such
must be expressible in terms of basis vectors,

∇EiEj = Γk
ijEk

so that the covariant derivative is uniquely defined by the coefficients Γk
ij , called

Christoffel symbols.
In principle, the Christoffel symbols could be chosen arbitrarily. However,

this could lead to strange geometries. It is therefore desirable to mimic the
Levi-Civita model. The connection is said to be symmetric if Γk

ij = Γk
ji; it is

said to be compatible with the metric iff the same relation as for the Levi-Civita
model holds.

Theorem 26 There exists a unique connection, called Levi-Civita connection,
that is symmetric and compatible with the metric and it is given by

Γk
ij =

1

2

(
∂gjl
∂ξi

+
∂gil
∂ξj
− ∂gij

∂ξl

)
glk
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Proof. Using the compatibility between the covariant derivative and the metric,

∇Ek
⟨Ei, Ej⟩ = ⟨∇Ek

Ei, Ej⟩+ ⟨Ei,∇Ek
Ej⟩

along with the symmetry of the fundamental tensor, we get

∂gij
∂ξk

= Γl
kigjl + Γl

kjgil (8.1)

By permutation of indices, we find

∂gki
∂ξj

= Γl
jkgil + Γl

jigkl (8.2)

∂gkj
∂ξi

= Γl
ikgjl + Γl

ijgkl (8.3)

Adding 8.2, 8.3 and subtracting 8.1, and using the symmetry of the Γ’s, we get

1

2

(
∂gkj
∂ξi

+
∂gki
∂ξj

− ∂gij
∂ξk

)
= Γl

ijgkl

Multiplying both sides by gkn, summing over k, and after some elementary
indices manipulation, we obtain the result. �

Closely associated with the concept of covariant derivative is the concept of
parallel displacement of a vector in the tangent space. Let m(t) be the integral
curve of a vector field V passing through m0. Let V0 ∈ Tm0M . Then V is said
to be the parallel displacement of V0 along the curve m iff ∇VW = 0.

Finally, consider the case of a curve such that its velocity along the curve is
the parallel displacement of itself, that is,

∇ċċ = 0

Consider the above in a local coordinate patch ξk charted with moving frame
Ei, that is, c = ciEi, in which case we obtain

∇vjEj
viEi = vj∇Ejv

iEi

= vj(vi∇EjEi +
∂vi

∂ξj
Ei)

= vj(viΓk
jiEk +

∂vk

∂ξj
Ek)

= (
dmj

ds

dmi

ds
Γk
ji +

dvk

∂ξj
dmj

ds
)Ek

= (
dmj

ds

dmi

ds
Γk
ji +

dvk

ds
)Ek

= (
dmj

ds

dmi

ds
Γk
ji +

d2mk

ds2
)Ek

= 0
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It follows that

d2mk

ds2
+
dmj

ds

dmi

ds
Γk
ji = 0

which is exactly the equation of length minimization. Therefore, a curve that
has its tangent vector parallel to itself is a geodesic.

Given that γ : [a, b]→M is a geodesic and that the connection is compatible
with the metric, then

d

dt

⟨
dγ

dt
,
dγ

dt

⟩
= 2

⟨
D

dt

dγ

dt
,
dγ

dt

⟩
= 0,∣∣∣∣dγdt

∣∣∣∣ = c ̸= 0,

L (γ) = c (b− a) . (8.4)

8.4 curvature

Given two vector fields X,Y , themselves defining a section through the tangent
bundle, the curvature of the Riemannian manifold, as seen from the section
defined by X,Y , is defined as the operator

R(X,Y ) = ∇Y∇X −∇X∇Y +∇[X,Y ]

acting on vector arbitrary vectors fields. In a certain sense, it is the commutator
of the covariant derivatives along X and Y , and the Lie bracket term ensures
linearity of R(X,Y ) as a differential operator and linearity of R(X,Y ) relative
to the arguments X,Y .

More precisely, observe the following:

R(X,Y )fZ = (∇Y∇X −∇X∇Y +∇[X,Y ])fZ

= ∇Y∇XfZ −∇X∇Y fZ +∇[X,Y ]fZ

= ∇Y (f∇XZ +X(f)Z)−∇X(f∇Y Z + Y (f)Z) + ([X,Y ](f)Z + f∇[X,Y ]Z)

= Y (f)∇XZ + f∇Y∇XZ +X(f)∇Y Z + Y X(f)Z

−X(f)∇Y Z − f∇X∇Y Z −XY (f)Z − Y (f)∇XZ

+[X,Y ](f)Z + f∇[X,Y ]Z

= f(∇Y∇XZ −∇X∇Y Z +∇[X,Y ])Z

= fR(X,Y )Z
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Regarding the second linearity claim, consider the following string:

R(fX1 + gX2, Y ) = ∇Y∇fX1+gX2 −∇fX1+gX2∇Y +∇[fX1+gX2,Y ]

= ∇Y f∇X1 +∇Y g∇X2 − f∇X1∇Y − g∇X2∇Y +∇[fX1,Y ] +∇[gX2,Y ]

= Y (f)∇X1 + f∇Y∇X1 + Y (g)∇X2 + g∇Y∇X2

−f∇X1∇Y − g∇X2∇Y

+f∇[X,Y ] − Y (f)∇X1 + g∇[X2,Y ] − Y (g)∇X2

= f(∇Y∇X1 −∇X1∇Y +∇[X1,Y ]) + g(∇Y∇X2 −∇X2∇Y +∇[X2,Y ])

= fR(X1, Y ) + gR(X2, Y )

Since R(X,Y )Z is linearity relative to X, Y , and Z, it can be expressed in
terms of the contravariant components of X, Y and Z in some mobile reference
frame, say {Ei}. Write

X = xiEi, Y = yjEj , Z = zkEk

then, by linearity,

R(X,Y )Z = R(xiEi, y
jEj)z

kEk = xiyjzkR(Ei, Ej)Ek

By definition, R(Ei, Ej)Ek is a vector field and as such it must be expressible
in terms of the mobile frame,

R(Ei, Ej)Ek = Rl
ijkEl

The system of quantities Rl
ijk is called curvature tensor. The curvature tensor

can itself be expressed in terms of the covariant derivative:

R(Ei, Ej)Ek = ∇Ej∇EiEk −∇Ei∇EjEk

= ∇EjΓ
l
ikEl −∇EiΓ

l + jkEl

= Γl
ikΓ

s
jlEs +

∂Γl
ik

∂xj
El − Γl

jkΓ
s
ilEs −

∂Γl
jk

∂xi
El

= (Γs
ikΓ

l
jk − Γs

jkΓ
l
is +

∂Γl
ik

∂xj
−
∂Γl

jk

∂xi
)El

It follows that

Rl
ijk = Γs

ikΓ
l
jk − Γs

jkΓ
l
is +

∂Γl
ik

∂xj
−
∂Γl

jk

∂xi

8.5 sectional curvature

It is through the concept of sectional curvature that it is possible to give the
abstract concept of curvature some intuitive geometric interpretation. Given two
tangent vectors X,Y ∈ Tm0M , the sectional curvature relative to the surface
element induced by X,Y is defined as

K(X,Y ) =
⟨R(X,Y )X,Y ⟩

||X||2||Y ||2 − ⟨X,Y ⟩2
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Observe that, by the Cauchy-Schwarz inequality, the denominator is positive;
in fact, this denominator is, up to the fourth order, the square of the area of
the parallelogram constructed on X,Y . The following is a key result:

Theorem 27 Let X,Y be two vector fields defined in a neighborhood of p ∈M
and consider a small parallelogram constructed on the vectors Xdt, Y dτ at the
point p ∈ M . Let W ∈ TpM be a tangent vector, which is displaced parallel

to itself counterclockwise along the parallelogram to come back as W̃ ∈ TpM .
Then, up to the second order,

W̃ =W +R(Xdt, Y dτ)W

Proof. The result of the parallel displacement of the vectorW along the integral
curve of X for an amount of time dt results in

wk − Γk
ijw

jxidt

The vector field Y , displaced parallel to itself along the integral curve of X for
an amount of time dt results in

yk − Γk
ijy

jxidt

The parallel displacement of the new W along the new Y results in(
wk − Γk

ijw
jxidt

)
− Γk

ij(p+Xdt)
(
wj − Γj

mlw
lxmdt

) (
yi − Γi

pqy
pxqdt

)
dτ

After a few manipulation, the above reduces to

W̃Y X = ws − Γs
ijw

jxidt− Γs
ijw

jyidt+

(
Γl
ikΓ

s
jl + Γl

jiΓ
s
kl −

∂Γs
kj

∂ξi

)
wkxiyjdtdτ

Now, we take the vector W and first displace it parallel to itself along Y dτ and
then displace the resulting vector along the result of the parallel displacement
of X. Instead of using the same procedure as above, we simply interchange the
role of x, y and we obtain

W̃XY = ws − Γs
ijw

jyidτ − Γs
ijw

jxidt+

(
Γs
jkΓ

s
il + Γl

ijΓ
s
kl −

∂Γs
ki

∂ξj

)
wkxiyjdtdτ

Clearly,

W̃ −W = WY X −WXY

=

(
Γl
ikΓ

s
jl − Γl

jkΓ
s
il +

∂Γs
ik

∂ξj
−
∂Γs

jk

∂ξi

)
wkxidtyjdτes

= R(Xdt, Y dτ)W

�
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Theorem 28 Let X,Y ∈ Tm0M and let S be the surface element consisting of
all geodesics γ such that γ(0) = m0 and such that γ̇ lies in the linear span of
X,Y in Tm0M . Let c be a closed curve in S, let W be a tangent vector at a
point c0 ∈ c, and let W̃ be the tangent vector obtained by parallel displacement
of W along the curve from c0 back to c0. Then

W̃ =W +
area(c)

area(parallelogram)
R(X,Y )W

Proof. See [13, p. 233]. �
From the above, we can derive the Gauss-Bonnet theorem. Consider the

section generated by X,Y and let X̃ be the result of the parallel displacement
of X along a closed curve embedded in the surface element. From the above,

X̃ = X +A(c)
R(X,Y )X√

||X||2||Y ||2 − ⟨X,Y ⟩2

and taking the inner product with Y yields

⟨X̃, Y ⟩ = ⟨X,Y ⟩+A(c)
⟨R(X,Y )X,Y ⟩√
||X||2||Y ||2 − ⟨X,Y ⟩2

If cos(X̃, Y ) denotes the cosine of the angle between the vectors X̃ and X, with
a similar definition for cos(X,Y ), we get

||X̃||||Y || cos(X̃, Y ) = ||X||||Y || cos(X,Y ) +A(c)
⟨R(X,Y )X,Y ⟩√
||X||2||Y ||2 − ⟨X,Y ⟩2

Agreeing that ||X̃|| ≈ ||X||, we get

||X||||Y ||√
||X||2||Y ||2 − ⟨X,Y ⟩2

(
cos(X̃, Y )− cos(X,Y )

)
= A(c)K(X,Y )

and upon some elementary inner product manipulation we get

cos(X̃, Y )− cos(X,Y )

sin(X,Y )
= A(c)K(X,Y )

If we agree that the angle (X,Y ) is much bigger than the angle (X̃,X), we have

cos(X̃,X)− cos(X,Y )

= 2 sin
(X̃, Y ) + (X,Y )

2
sin

(X̃, Y )− (X,Y )

2

≈ 2 sin(X,Y ) sin
(X̃,X)

2

≈ sin(X,Y )(X̃,X)
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Therefore, we get,
(X̃,X) = A(c)K(X,Y )

The above is a formula “in the small.” “In the large,” we get the celebrated
Gauss-Bonnet theorem: ∫ ∫

S

KdS = (X̃,X)

where S is a surface bounded by a closed curve c X is a tangent vector in Tc0S

and X̃ is the result of the parallel displacement of X along the closed curve c,
from c0 back to c0.

Definition 49 Given that γ : [0, l]→M is a curve parameterized by arc-length
in M, then the covariant derivative

D

dt

(
dγ

dt

)
= κg (8.5)

of γ̇ along the curve γ at p is called the geodesic curvature of γ at p.

Theorem 29 Given thatM is an oriented 2-dimensional Riemannian manifold
with sectional curvature κ and volume element dA, and N ⊂ M is a polygon
which is diffeomorphic to a subset of R2 such that ∂N has vertices at t1, . . . , tn
with discontinuity θ1, . . . , θn and κg is its geodesic curvature with arc length ds,
then ∫

N

κdA+

∫
∂N

κgds+
n∑

i=1

θi = 2π. (8.6)

Proof. See [31, Sec. 4-5]. �

Theorem 30 (Global Gauss-Bonnet) Given thatM is an oriented 2-dimensional
Riemannian manifold with sectional curvature κ and volume element dA, and
R ⊂ M is a regular region of M such that ∂R has vertices at t1, . . . , tn with
discontinuity θ1, . . . , θn and κg is its geodesic curvature with volume element
ds, then ∫

R

κdA+

∫
∂R

κgds+
n∑

i=1

θi = 2πχ (R) . (8.7)

Proof. See [31, Sec. 4-5]. �

Corollary 2 Given that M is an orientable compact surface, then∫
M

κdA = 2πχ (M) . (8.8)

Proof. See [31, Sec. 4-5, Cor. 2]. �

Corollary 3 Given a geodesic triangle △ (A,B,C) with interior angle α, β, γ
in a Riemannian manifold with constant sectional curvature κ, then



8.6. GAUSS CURVATURE OF SURFACES 85

1. if κ < 0, then area of △ (A,B,C) = π−(α+β+γ)
−κ ;

2. if κ = 0, then α+ β + γ = π;

3. if κ > 0, then area of △ (A,B,C) = (α+β+γ)−π
κ .

Proof. This follows from the Local Gauss-Bonnet Theorem with θ1 = π −
α, θ2 = π−β, θ3 = π− γ. Thus

∫
κdA = −π+(α+ β + γ) . The result follows

easily. �

8.6 Gauss curvature of surfaces

Here we take a little pause in the development of Riemannian geometry and
take a step backward to the Gauss theory of surfaces. The first objective in
doing so is purely illustrative: to make the concept of sectional curvature more
palatable. More important, however, is the fact that, since any graph can be
embedded in a surface, a thorough understanding of the curvature of surfaces
is warranted.

Let E3 be the usual Euclidean space endowed with the inner product ⟨, ⟩. A
surface can be defined locally by the chart

D → E3

(u, v) 7→ ξ(u, v)

where D is the diffeomorph of the open unit disk of R2. As such (u, v) are
local coordinates of the surface. The atlas of the surface is the collection of
charts (Di, ξi) properly glued. The vectors Eu = ∂ξ

∂u , Ev = ∂ξ
∂v define a basis

of the tangent space to the surface. The inner product of E3 induces a metric
ds2 = guudu

2 + 2guvdudv + gvvdv
2 where guu = ∥Eu∥2, gvv = ∥Ev∥2 and

guv = ⟨Eu, Ev⟩. The cross product Eu×Ev defines the normal vector. Consider
the point ξ(0, 0) ∈ S and the tangent plane Tξ(0,0)S. The “height” of the surface
relative to the tangent plane is⟨

(ξ(u, v)− ξ(0, 0)), Eu(0, 0)× Ev(0, 0)

∥Eu(0, 0)× Ev(0, 0)∥︸ ︷︷ ︸
N(0,0)

⟩

Clearly, the first order term of the expansion of the height function vanishes, so
that the next term is the second order one:

⟨(ξ(u, v)− ξ(0, 0)), N(0, 0)⟩ = 1

2

(
u v

)( L M
M N

)(
u
v

)
+o

(∥∥∥∥( u
v

)∥∥∥∥2
)

In the above, L,M,N are the second order derivatives of ⟨ξ(u, v)−ξ(0, 0), N(0, 0)⟩
evaluated at (0, 0). The second order term is called second quadratic form. We
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introduce the square of the area of the parallelogram constructed on Eu, Ev as a
normalization factor and define the Gauss curvature of the surface at the point
p to be

κ =
LN −M2

∥Eu∥2∥Ev∥2 − ⟨Eu, Ev⟩2
(8.9)

The above normalization has the effect of making κ invariant under change of
parameterization.

Clearly, the sign definiteness of

(
L M
M N

)
dictates whether the surface

is above, below, or on both sides of the tangent plane. This leads to probably
the most intuitive interpretation of the Gauss curvature: κ > 0 means that the
surface is locally on one side of the tangent plane (e.g., sphere); κ < 0 means
that the surface is locally on both sides of the tangent plane (e.g., saddle); and
κ = 0 means that the surface along the image of the eigenvector corresponding
to λ = 0 coincides up to second order with the tangent plane (e.g., cylinder).

To provide a quantitative interpretation of the Gauss curvature, it is conve-
nient to introduce the shape operator S : TS → TS defined by linear extension
from

S(Eu) = −
∂

∂u
N, S(Ev) = −

∂

∂v
N

where N is the unit normal vector. Since ∂
∂u ⟨N,N⟩ = −2⟨S(Eu), N⟩ = 0, it

follows that S(Eu), and S(Ev) by the same reasoning, are in the tangent plane.
The connection between the shape operator and the second quadratic form is
easily seen to be(

⟨S(Eu), Eu⟩ ⟨S(Eu), Ev⟩
⟨S(Ev), Eu⟩ ⟨S(Ev), Ev⟩

)
=

(
L M
M N

)
(8.10)

Now, consider in the tangent plane the extreme values of

⟨S(uEu + vEv), uEu + vEv⟩
∥uEu + vEv∥2

A classical Lagrange multiplier argument reveals that the extreme values are
given by the generalized eigenvalue problem:(

L M
M N

)(
u
v

)
= λ

(
guu guv
gvu gvv

)(
u
v

)
Write the generalized eigenvalues as λ1 = signλ1

R1
, λ2 = signλ2

R2
. Let X1, X2

be the generalized eigenvectors. Since S(Xi) = λiXi is (minus) the directional
derivative ofN along the integral curve ofXi, it is easily seen that R1, R2 are the
curvature radii of the integral curves of the generalized eigenvectors associated
with λ1, λ2. By the extremal property of the eigenvalues, λ1, λ2 may be called

principal curvatures. Since λ1λ2 = det

((
guu guv
gvu gvv

)−1(
L M
M N

))
,
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the Gauss curvature as defined by Eq. 8.9 then appears to be κ = λ1λ2 =
sign(λ1λ2)

R1R2
.

Clearly, the formula 8.9 bears some resemblance with the definition of the
sectional curvature, and this prompt us to show that

⟨R(Eu, Ev)Eu, Ev⟩ = LN −M2

The above, however, requires some formalization of what was done above.
Let ∇̄ be the covariant derivative in TR3, while ∇ denotes the covariant

derivative in the tangent space to S. Clearly, by the Levi Civita model, ∇̄XY −
∇XY is the normal component of ∇̄XY . Define

B(X,Y ) = ∇̄XY −∇XY =
(
∇̄XY

)N
where (.)N denotes the normal component. It is easily seen that B(X,Y ) is a
bilinear form, but less trivial is the fact that it is symmetric:

B(Y,X) = ∇̄YX −∇YX

= ∇̄XY − ¯[X,Y ]−∇XY + [X,Y ]

= ∇̄XY −∇XY

= B(X,Y )

In the above ¯[X,Y ] denotes the Lie bracket of X,Y in TR3, which is easily seen
to be the same as the Lie bracket [X,Y ] of X,Y in the tangent space to S.
Since B(X,Y ) is in the normal space, it is convenient to write it as

B(X,Y ) = h(X,Y )N

where N is a unit normal vector. This bilinear form turns up to be a formal-
ization of the second quadratic form, as it is easily seen that

L = h(Eu, Eu)

M = h(Eu, Ev)

N = h(Ev, Ev)

Indeed,
h(Eu, Eu) = ⟨B(Eu, Eu), N⟩ = ⟨∇̄EuEu, N⟩ = L

with a similar argument for the other component of the second quadratic form.
Next, we provide a formalization of the shape operator S : TS → TS, which

in this new context is defined as

⟨S(X), Y ⟩ = ⟨B(X,Y ), N⟩

Clearly,

⟨S(X), Y ⟩ = ⟨∇̄XY −∇XY,N⟩ = ⟨∇̄XY,N⟩ = −⟨∇̄XN,Y ⟩



88 CHAPTER 8. RIEMANNIAN GEOMETRY

where the third equality stems from ∇̄X⟨Y,N⟩ = 0. Therefore,

S(X) = −∇̄XN

In fact, −∇̄XN is easily seen to be in the tangent space, because indeed,
⟨∇̄XN,N⟩ = 1

2∇̄X⟨N,N⟩ = 0. Therefore, the shape operator can also be
defined as

S(X) = −∇XN

There is a big difference between what has been done previously and this
formalization. Previously, we proceeded from coordinate vector fields Eu, Ev,
which almost trivially led to the symmetric property of the the matrix 8.10.
Here, the development is more general, in the sense that the vector fields X,
Y are not necessarily coordinate fields, and thus the proof of the symmetry of
B(X,Y ) requires a bit of a less trivial argument.

Now, with this formalization, we can prove the following:

Theorem 31

⟨R(X,Y )X,Y ⟩ = ⟨B(X,X), B(Y, Y )⟩ −B(X,Y )2

Proof. Since the curvature of Euclidean space is vanishing, we will prove that

⟨R(X,Y )X,Y ⟩ − ⟨R̄(X,Y )X,Y ⟩ = B(X,X)B(Y, Y )−B(X,Y )2

Since the Lie brackets of X,Y are the same in TS and in TR3, it suffices to
show that

⟨(∇Y∇X −∇X∇Y )X,Y ⟩−
⟨(
∇̄Y ∇̄X − ∇̄X∇̄Y

)
X,Y

⟩
= B(X,X)B(Y, Y )−B(X,Y )2

Consider the following:

∇̄Y ∇̄XX = ∇̄Y (B(X,X) +∇YX)

= ∇̄Y (h(X,X)N +∇YX)

= h(X,X)∇̄YN + (∇̄Y h)N + ∇̄Y∇YX)

Next, take the inner product with X and observe that X ⊥ N ,⟨
∇̄Y ∇̄X , X

⟩
= h(X,X)⟨∇̄YN,Y ⟩+ ⟨∇̄Y∇YX,Y ⟩
= h(X,X)⟨∇̄YN,Y ⟩+ ⟨∇Y∇YX,Y ⟩

Since ⟨N,Y ⟩ = 0, it follows that

⟨∇̄YN,Y ⟩ = −⟨N, ∇̄Y ⟩
= −⟨B(Y, Y ), N⟩
= −h(Y, Y )

Combining the previous two expressions we get⟨
∇̄Y ∇̄X , X

⟩
= −h(X,X)h(Y, Y ) + ⟨∇Y∇YX,Y ⟩

Working out the other components of the curvature the same way, and putting
everything together, the result is obtained. �
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8.7 Ricci and scalar curvature

Given that p ∈ M, that {z1, z2, . . . , zn} is an orthonormal basis of TpM, then
the Ricci curvature in the direction zi is

Ricp (zi) =
1

n− 1

∑
j

⟨R (zi, zj) zi, zj⟩ , (8.11)

where j = 1, . . . , n and j ̸= i. In addition, the scalar curvature at p is

κ (p) =
1

n

n∑
i=1

Ricp (zi)

=
1

n (n− 1)

∑
i,j

⟨R (zi, zj) zi, zj⟩ (8.12)

and it is independent of a choice of orthonormal basis of TpM.

8.8 Jacobi field

In a nutshell, the Jacobi field is a vector field along a nominal geodesic that
indicates how the geodesic is perturbed as we perturb its end points or the
angles at its end points. Formally, let {γt : t ∈ (−ϵ,+ϵ)} be a smooth family
of geodesics, all geodesics in the family being parameterized by the arc length.
γ0 is referred to as the “nominal” geodesic. The Jacobi field along the nominal
geodesics is defined as

J(s) =
dγt(s)

ds

∣∣∣∣
t=0

Clearly, it is the infinitesimal sensitivity of the geodesic in the family.
The Jacobi field satisfies a differential equation of the Riccati type, which is

derived as follows: By definition, any geodesic in the family satisfies ∇γ̇ γ̇ = 0,
where from here on we drop the subscript t for convenience. Taking the covariant
derivative relative to the field J yields ∇J∇γ̇ γ̇ = 0, which further yields

∇γ̇∇J γ̇ + (∇J∇γ̇ −∇γ̇∇J)γ̇ = 0

Now, we use the relationship between the commutator and the curvature. To
this end, we observe that [J, γ̇] = 0. The latter is a corollary of the way the
problem is parameterized. Precisely, observe that γ·(s) : (−ϵ,+ϵ) → M is an
integral curve of the Jacobi field J(s). Now, start at a point m0 = γ0(s0) on
the nominal geodesic, proceed for a lenth ∆s along the nominal geodesic to
reach γ0(s0 +∆s), at which point we switch to the integral curve of the Jacobi
field and follow it for ∆t until we reach the final point γ∆t(s0 + ∆s). Clearly,
the same point can be reached by starting from m0 = γ0(s0), by following the
integral curve of the Jacobi field for ∆t to reach γ∆t(s0), and then switching to
the geodesic and following it for a length ∆s to reach γ∆t(s0 + ∆s). In other
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words, the parallelogram closes and the Lie bracket vanishes. With [J, γ̇] = 0,
we get

∇γ̇∇J γ̇ +R(γ̇, J)γ̇ = 0

Next observe the following string:

∇γ̇∇J γ̇ = ∇γ̇∇J∇γ̇γ

= ∇γ̇∇γ̇∇Jγ

= ∇γ̇∇γ̇J

Hence we obtain the celebrated Riccati equation of the Jacobi field:

∇γ̇∇γ̇J +R(γ̇, J)γ̇ = 0

The following lemma is useful:

Lemma 4 Let J be a Jacobi field relative to the geodesic γ for a covariant
derivative compatible with the metric. Then

⟨J(s), γ′(s)⟩ = ⟨J ′(0), γ′(0)⟩s+ ⟨J(0), γ′(0)⟩ (8.13)

Proof. Using the compatibility between the metric and the covariant derivative,
the definition of the geodesic γ, and the Jacobi equation, respectively, we get

⟨J ′, γ′⟩′ = ⟨J ′′, γ′⟩+ ⟨J ′, γ′′⟩ = ⟨J ′′, γ′⟩ = ⟨R(J, γ′)γ′, γ′⟩

Furthermore,

⟨R(J, γ′)γ′, γ′⟩ =
⟨(
∇γ′∇J −∇J∇γ′ −∇[J,γ′]

)
γ′, γ′

⟩
= ⟨(∇γ′∇J −∇J∇γ′) γ′, γ′⟩
= ⟨∇γ′∇Jγ

′, γ′⟩
= ∇γ′ ⟨∇Jγ

′, γ′⟩

=
1

2
∇γ′∇J⟨γ′, γ′⟩

= 0

Hence, ⟨J ′, γ′⟩ is a constant. Invoking again the definition of the geodesic γ and
using the latter result, we get

⟨J, γ′⟩′ = ⟨J ′, γ′⟩+ ⟨J, γ′′⟩ = ⟨J ′, γ′⟩ = ⟨J ′(0), γ′(0)⟩

Integrating the above, one obtains (8.13). �
It is well known in Euclidean geometry that the shortest distance between

a point x and a curve c is the length of the line segment from x abutting c
perpendicularly. As an application of the concept of Jacobi field, we extend this
basic fact to Riemannian geometry.

Let c : [a, b] → M be a C1 curve and let x ̸∈ c be a point. Let γ : [0, ℓ] →
M be the normalized geodesic such that γ(0) = x, and γ(ℓ) = p ∈ c with
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⟨γ′(ℓ), c′(c−1(p))⟩ = 0. The proof relies on considering the field γ̃ : [0, ℓ] ×
(−ϵ,+ϵ) → M of perturbed geodesics such that γ̃(0, t) = γ(0), γ(·) = γ̃(·, 0),
and γ̃(·, t) is also normalized. Define the Jacobi field J(s) = dγ̃(s,t)

dt

∣∣∣
t=0

. Clearly

J(0) = 0. Furthermore, because γ(·) and γ̃(·, t) are normalized, it follows that
⟨J ′(0), γ′(0)⟩ = 0.

Now applying the lemma, it follows that J(ℓ) ⊥ γ′(ℓ). Therefore, a perturbed
geodesic of length ℓ, γ̃(·, ϵ), for ϵ very small will not reach the curve. Therefore,
γ is the shortest geodesic.

8.9 Ollivier-Ricci curvature

8.9.1 Foundation of differential geometry

Fundamental in the process of extending geometry in the Euclidean plane to
geometry on a surface S ⊂ R3 is the intuitive idea of projecting the ordinary
derivative d

dtX(c(t)) of a tangent vector field X, defined along a curve c, on the
tangent space to the surface, leading to the concept of Levi-Civita connection

∇ċX := PTc(t)S

(
d

dt
X(c(t))

)
∈ Tc(t)S.

The covariant derivative ∇CX of the vector field X along the vector field C
(not necessarily the tangent to a curve) in a Riemannian manifold M is a
formalization of the intuitive geometric concept of restricting the differential to
the tangent space, along with symmetry, ∇CX = ∇XC, linearity relative to C,
the product rule relative to scalar multiplication of X and compatibility with
the Riemannian metric, viz., d

dt ⟨X(c(t)), Y (c(t))⟩ = ⟨∇ċX,Y ⟩+ ⟨X,∇ċY ⟩
A vector field X is said to be parallel to itself along the curve c : [0, 1]→M,

if it satisfies the partial differential equation ∇ċX = 0. Under such conditions,
X(c(1)) is said to be a parallel displacement of X(c(0)). This formal definition
calls into question by how much this parallel displacement differs from the ordi-
nary Euclidean one. A nonvanishing curvature is precisely symptomatic of such
discrepancy. But the immediate problem is that X(c(0)) and X(c(1)) lives in
different tangent spaces and are difficult to compare. One way to go around
this difficulty—challenged by the Ollivier [71] concept of curvature—is to bring
X(c(1)) back to Tc(0)M by another parallel displacement along an extension
of c to a closed curve. To somewhat simplify the problem without sacrificing
generality in our Ollivier-Ricci curvature objective, assume the curve c and the
vector field X live in a 2-dimensional tangent bundle span{X,Y }. Then

∠(X(c(1)), X(c(0)) = Area(c)K(X,Y ), (8.14)

where K(X,Y ) is the sectional curvature, a curvature where the parallel dis-
placement is restricted to a 2-dimensional facet. Precisely,

K(X,Y ) =
⟨R(X,Y )X,Y ⟩

∥X∥2∥Y ∥2 − ⟨X,Y ⟩2
,
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where

R(X,Y ) = ∇Y∇X −∇X∇Y +∇[X,Y ]

is the fundamental curvature operator.

8.9.2 Connection with wireline networks and diffusion pro-
cesses

Wireline networks in general send packets along optimal paths, along geodesics
in Riemannian language. Note that a geodesic is only locally length ℓ(γ) =

∫
γ
ds

optimal, as formally the geodesic is defined such that its tangent is parallel
to itself, ∇γ̇ γ̇ = 0, where the geodesics is parameterized by arc length and

γ̇ := dγ(s)
ds . Motivated by network outage where optimal paths have to be quickly

recomputed, the geodesic nominal γ is embedded in a family of geodesics, γp,

p ∈ (−ϵ,+ϵ) with γ0 = γ. The Jacobi field J(s) := d
dpγp(s)

∣∣∣
p=0

quantifying the

variation of geodesic satisfies the equation

∇γ̇∇γ̇J +K(J, γ̇)J = 0. (8.15)

It is convenient to search a solution of the form J(s) = j(s)W (s) where W (s)
is orthogonal to γ(s) under uniform curvature K, in which case

d2

ds2
j(s) +Kj(s) = 0. (8.16)

Clearly, if K < 0, geodesics are diverging, an observation that lies at the foun-
dation of congestion in wireline Gromov hyperbolic networks [49].

Other processes of the diffusion type, that is, such processes as heat diffu-
sion and Heat Diffusion wireless networking [6, 8, 90, 9, 7, 91] involving the
Laplace operator, do not “diffuse” along geodesics, but rather follow some
thermodynamical-like processes, where the heat kernel exposes the curvature
in its Ricci format. The Ricci curvature Ric(X) is the average of K(X,Y ) over
all facets span{X,Y } containing X.

Note the fundamental difference between wireline-like networking and dif-
fusion. Wireline networking involve large scale optimal paths, whereas wireless
networking in both its backpressure and Heat Diffusion implementation is driven
by strictly local queue backlogs, in the same way as heat diffusion is driven by
a strictly local temperature gradient.

8.9.3 Towards Ollivier-Ricci curvature

Contrary to what is usually done, here, we attempt to define curvature by refer-
ence to different tangent spaces, one centered at γ(0), the other at γ(ϵ). Consider
two δ-radius balls Bγ(0), Bγ(ϵ). We establish a correspondence between the two

balls as follows: Consider x ∈ Bγ(0) along with X = exp−1
γ(0)(x). Displace X

parallel to itself along γ from γ(0) to γ(ϵ) to obtain Y . Define y = expγ(ϵ)(Y ).
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This establishes the correspondence T : x 7→ y. To introduce a transport idea,
the ball Bγ(0) is endowed with a probability measure µ0 and dµ0(x) is trans-
ported to y = T (x) along a geodesic arc [x, y] of length equal to the distance
d(x, y).

Invoking the Jacobi field (8.15)-(8.16), the distance d(x, T (x)) along the
“perturbed” geodesic [x, y] and how its relates to the distance d(γ(0), γ(ϵ)) =
ϵ along the “nominal” geodesic depends on the sectional curvature K(X, γ̇).
Therefore, the cost of the transport

C(T ) =

∫
Bγ(0)

d(x, T (x))dµ0(x), (8.17)

since it involves an integral over all x ∈ Bγ(0), tacitly involves an integral over
all tangent vectors X ∈ Tγ(0)Bγ(0) and as such averages K(X, γ̇) over all X to
yields the Ricci curvature Ric(γ̇(0)).

In 0-curvature, the distance d(x, T (x)) is independent of x and therefore the
transport cost is d(γ(0), γ(ϵ) = ϵ. It remains to see how this distance is affected
by the curvature. Define dθ(s) to be the elementary angle swept by the normal
W (s) to the geodesic under an elementary move ds along such geodesic. Then

d(x, T (x)) = ϵ+

∫ ϵ

0

j(s)dθ(s)

j(s) is the distance between the nominal and perturbed geodesics measured
along the normal to the nominal geodesic and using (8.16) is evaluated as

j(s) = δ cosh(
√
−Ks)− ϵδ

2

√
−K sinh(

√
−Ks)

≈ δ cosh(
√
−Ks)

Next, we apply (8.14) to the closed path made up with γ̇0(s)ds, j(s+ds)W (s+
ds), −γ̇δ(s + ds)ds and −j(s)W (s). Noting that the left-hand side of (8.14)
is the full discrepancy angle around the closed path while we only need the
discrepancy along the nominal geodesic, we get

dθ =
1

2
dArea(j, ds)

√
−K (8.18)

=
1

2
j(s)ds

√
−K (8.19)

Putting everything together and after an elementary integration, it is found that

d(x, T (x)) ≈ ϵ(1− 1

2
Kδ2),

an estimate consistent with that of [71, Prop. 6, Sec. 8].
The above estimate was derived nominally in a negatively curved manifold,

but redeveloping the same argument with ordinary trigonometry rather than
hyperbolic trigonometry would validate it in positively curved spaces.
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The above clearly indicates that in negative curvature, the transportation
cost from x to T (x) is larger than along the nominal geodesic. In positive
curvature, the x to T (x) cost is smaller than along γ.

To summarize:

Ric < 0 ⇔
∫
Bγ(0)

d(x, T (x))dµ0(x) > d(γ(0), γ(ϵ)

Ric = 0 ⇔
∫
Bγ(0)

d(x, T (x))dµ0(x) = d(γ(0), γ(ϵ)

Ric > 0 ⇔
∫
Bγ(0)

d(x, T (x))dµ0(x) < d(γ(0), γ(ϵ)

8.9.4 From Riemannian manifolds to graphs

On a graph G = (V, E) endowed with a distance d(·, ·), we need to emulate the
Riemannian manifold environment. We identify an edge ij of the graph with
the geodesic γ([0, ϵ]) and the graph theoretic neighborhoods Ni, Nj of i and j
with the balls Bγ(0), Bγ(ϵ) centered at γ(0), γ(ϵ). Discrete probabilities µi, µj

on Ni, Nj are obvious substitutes for the measures µ0, µϵ on the balls Bγ(0),
Bγ(ϵ).

The difficulty is to emulate the Riemannian connection resorting only to the
graph theoretic distance, or at the very least redefine the cost C(T ) in (8.17) in
a way that does not involve parallel displacement. It is easily observed that

C = inf
T :Bγ(0)→Bγ(ϵ)

∫
Bγ(0)

d(x, T (x))dµ0(x)

where T is restricted to be one-to-one. The graph theoretic emulation of the
above is

C⃗G = min
Ni∋k→ℓ∈Nj

∑
k∈Ni

d(k, ℓ)µi(k)

In this case, because the cardinalities of Ni and Nj might not be the same,
the mapping k 7→ ℓ, while one-to-many, could be many-to-one. As such, the
formula lacks symmetry and cannot be used as a Wasserstein-like distance. To
remedy this situation, we introduce a transference plan ξij(k, ℓ) as a substitute
for the many-to-many mapping k 7→ ℓ, with the added generality that only a
piece ξij(k, ℓ) of µi(k) is transferred to ℓ. The above formula hence becomes

CG = min
ξij(k,ℓ)

d(k, ℓ)ξij(k, ℓ)

with of course the consistency conditions∑
ℓ

ξij(k, ℓ) = µi(k),
∑
k

ξij(k, ℓ) = µj(ℓ)

The curvature concept that emanates from this cost (CG > (<)ϵ ⇔ Ric <
(>)0) is very local, around an edge, in contradiction with the global Gromov
concept. This explains why such concept appears the correct one to antici-
pate performance of backpressure and Heat Diffusion protocols on wireless net-
works [90, 91].



8.10. LOCAL CURVATURE CONCEPTS AT A POINT 95

8.10 local curvature concepts at a point

8.10.1 2-dimensional case

Assume for the sake of the argument that the graph G has been topologically
embedded in Sg using the rotation system {πx : x ∈ VG}. Consider the vertex
A, choose an edge e incident upon A, and define vertices B1, ..., Bn such that
AB1 = e, AB2 = πA(e), AB

3 = π2
A(e), AB

n = πn−1
A (e), and finally πA(AB

n) =
πA(AB

1). Observe that Bi, Bi+1 need not be connected by an edge, but that
there is a distance d(Bi, Bi+1) associated with them.

Assume that the system of pointsA,B1, ..., Bn and distances d(A,Bi), d(Bi, Bi+1)
is embeddable in E3, using the techniques of Sec. 10.5. In this case, we can con-
nect Bi, Bi+1 with an edge of length d(Bi, Bi+1).

The cone with A as apex and the polygonal line B1B2...Bn as base is a
singular (pyramidal) surface and we strive to define the curvature at its apex.
To make this pyramidal surface differentiable, we “round” the edges ABi to
make them cylinders with their symmetry axes parallel to the original edges and
tangent to the original faces of the pyramid. It is unclear what is happening
at the apex, but, after rounding the edges, the surface away from the apex
becomes differentiable, so that the curvature can be obtained via the Gauss-
Bonnet theorem by integration along some closed path on the differentiable
part of the surface.

We choose as integration path the broken geodesic consisting of straight
lines within the “flat” part of the faces and arcs of circles orthogonal to the
cylinders. On the other hand, the Gauss curvature vanishes on the flat portion
of the faces ABiBi+1 and on the cylinders smoothing over the edges, so that
the only contribution to the surface integral is that provided by what remains
of the apex after rounding the edges. Let SA denote a neighborhood of the apex
so that its complement is differentiable.

In the limiting case of cylinders of arbitrarily small radii, a turn angle is
typically the angle between a straight line [Bi−1Bi] and the perpendicular to the
edge ABi, and then the angle β̄i between the perpendicular to ABi and BiBi+1,
etc., as shown in Figure ??. Let Ci be the intersection of the perpendiculars to
ABi and ABi+1. Let γi = ∠(BiCi, CiBi+1). Let αi = (∠BiA,ABi+1) Since
the sum of the internal angles of the quadrilateral ABiCiBi+1 is 2π, we have

αi + π + γi = 2π

But in △BiCiBi+1 we have

γi + β̄i + β̄i+1 = π

It follows that
αi = β̄i + β̄i+1

and the sum of the turn angles is∑
i

(
β̄i + β̄i+1

)
=
∑
i

αi
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iβ
1+iβ

iγ
ic

a

1+ib

ib

1−ib

iα

Figure 8.1: The face abibi+1 of the pyramid with apex a. The dotted lines are
orthogonal to the edges and may be thought as containing the projections of
those parts of the integration path following geodesics of the cylinders smoothing
the edges. In case of cylinders of vanishingly small radii, the integration path
around bi becomes bi−1bibi+1.
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Hence the Gauss-Bonnet theorem yields∫ ∫
SA

κdA = 2π −
∑
i

αi

In other words, the neighborhood of the apex has hyperbolic, Euclidean, or
spherical geometry depending on whether the sum of the Alexandroff angles at
the apex is larger than, equal to, or greater than 2π, respectively.

If
∑

i ∠BiABi+1 > 2π, then there is a pleat singularity at A and the surface
is said to have a singular hyperbolic metric (see [52, Chap. 14]). If, on the other
hand,

∑
i ∠BiABi+1 < 2π, then there is a conical singularity at A (see [52, Sec.

61, 6.2]), for indeed the sum of the angles at the apex of a cone is < 2π.

8.10.2 higher-dimensional case

Now take a graph, let its complete n-subgraphs be the n-simplexes, n ≤ 3, of
a 3-D complex, and assume that this simplicial complex is the triangulation of
a 3-manifold M3. Then the (sectional) curvature (of the complex and hence
the graph) can be defined as the function κ(xixj) = 2π −

∑
kl α

kl
ij , where α

kl
ij

is the dihedral angle around xixj in the tetrahedron xixjxkxl (see [58]). This
definition extends trivially to n > 3. A confirmation of the validity of this
definition is provided by the 3-manifold fact that, if κ(xixj) > 0, then M3

has a spherical metric [57]. A scalar curvature can also be defined as S(xi) =∑
jkl κ(x

ixj)vol(xixjxkxl) (see [58]). The Yamabe flow problem asserts that
the scalar curvature of a Riemannian manifold can be deformed to a constant
one [97, 89, 5, 80]. However, this is not in general true for the combinatorial
Yamabe problem [58], a fact that has unfortunate consequences for network
congestion.

A disturbing observation is that the combinatorial curvature depends on the
triangulation of the manifold. Here, the nagging question is whether there is
consistency among the combinatorial curvatures of the various simplicial com-
plexes that can be constructed from a graph.

8.10.3 towards medium scale curvature

The next issue is to define a larger scale curvature. Quite unfortunately in
dimension 2, it is not possible to define the curvature of a triangle△ABC where
AB, BC and CA are links, because this metric triangle is embeddable in a space
of any curvature. If however, we take a geodesic triangle △ABC the edges
of which contain many vertices, viz., AB = AB′...A′′B, BC = BC ′′...B′′′C,
AC = AC ′...A′′′C, then in the triangle AB′C ′ we could define the Alexandrov
angle ∠B′AC ′ and likewise, ∠A′′BC ′′ and ∠A′′′CB′′′. The curvature would
be deemed negative, vanishing, or positive depending on whether ∠B′AC ′ +
∠A′′BC ′′ +∠A′′′CB′′′ is less than, equal to, or greater than π (see [23, 4.1.5]).
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8.11 constant sectional curvature spaces

Now we look more specifically at the Jacobi field of a constant sectional curva-
ture space. In this case, the relevant sectional curvature is

K(J, γ̇) =
< R(J, γ̇)J, γ̇ >

||γ̇||2||J ||2− < γ̇, J >2

Now, recall that ||γ̇|| = 1 because of the arc length parameterization and let us
find a Jacobi field J orthogonal to the geodesic, viz., < γ̇, J >= 0. We get

K =
< R(J, γ̇)J, γ̇ >

||J ||2

For the above to be constant, we must have

R(γ̇, J)γ̇ = KJ

Hence the equation of the Jacobi field becomes

∇γ̇∇γ̇J +KJ = 0

Now, we try a solution like
J = jW

where W is a unit vector orthogonal to the geodesic. Clearly,

∇γ̇(jW ) = W
dj

ds
+ j∇γ̇W

= W
dj

ds

Next,

∇γ̇∇γ̇(jW ) = ∇γ̇(W
dj

ds
)

= ∇γ̇(
dj

ds
)W +

dj

ds
∇γ̇W

=
d2j

ds2

Finally, the equation for a Jacobi field orthogonal to the geodesic in a constant
curvature space reads,

d2j

ds2
+Kj = 0

We look at the solution to this equation in the three different geometries:

• Hyperbolic Geometry: This is the case K < 0, with a solution of the form

j(s) = j(0) cosh(
√
−Ks) + j′(0) sinh(

√
−Ks)

It is easily verified that j′(0) = tan θ, where θ is the angle between γ′(0)
and γ̇t(0), where γt(0) = expγ(0)(j(0)W ). (Probably the easiest way to
comprehend the latter is to set j(0) = 0.) The crucial point is to observe
that the geodesics diverge exponentially.
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• Euclidean geometry: This is the case K = 0, with a solution of the form

j(s) = j(0) + j′(0)s

In other words the geodesic diverge linearly.

• Spherical geometry: This is the case K > 0, with a solution of the form

j(s) = j(0) cos(
√
Ks) + j′(0) sin(

√
Ks)

In other words, the geodesics are oscillatory.



100 CHAPTER 8. RIEMANNIAN GEOMETRY



Chapter 9

Standard constant sectional
curvature spaces

9.1 Jacobi field

Here we introduce the standard model spaces Mn
κ carrying n-dimensional Rie-

mannian manifold structures with constant sectional curvature κ. They are also
referred to as “comparison” spaces, because, as will be done in Chapter 11, the
comparison spaces are used as some kinds of yardsticks in the sense that, if a
space X behaves metrically in a manner comparable with Mn

κ in the sense of the
so-called CAT-inequality, then X will be said to have its curvature bounded by
κ.

In what follows, En is the standard Euclidean space with inner product
⟨x, y⟩ =

∑
i x

iyi.

9.1.1 Euclidean space

It is intuitively clear that the standard Euclidean space En has vanishing cur-
vature, so that it will be the n-dimensional model of vanishing curvature, Mn

0 .
The metric

d : En × En → R+

is given by

d(x, y) =
√
⟨x− y, x− y⟩

where ⟨·, ·⟩ is the standard En inner product. If x ̸= y, the geodesic joining x
to y is given by

γ (t) = x+
y − x
∥y − x∥

t

To prove, formally, that the above is indeed the geodesic, it suffices to observe
that ∥dγ∥ = ∥dt∥.

101
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Let △ABC be a geodesic triangle in such space. The cosine law is easily
derived as

d(a, b)2 = ⟨ca− cb, ca− cb⟩
= d(c, a)2 + d(c, b)2 − 2d(c, a)d(c, b) cos γ

9.1.2 Sphere model

Consider in En+1 the sphere

SnR = {(x1, ..., xn+1) : x
2
1 + ...+ x2n+1 = R2}

Invoking most elementary argument, we define the curvature to be

κ =
1

R2

Since the geometry of the sphere is so well understood, let us agree to choose
SnR to be the n-dimensional model Mn

κ of spaces of constant positive curvature
κ > 0. Define

d : SnR × SnR →
[
0,

π√
κ

]
by

cos
√
κd (x, y) = κ ⟨x, y⟩ (9.1)

where ⟨x, y⟩ is the usual inner product of x, y ∈ En+1. d(·, ·) is a metric, as it
is induced on SnR by the usual metric of En+1. Given that x ̸= y ∈ SnR, the
geodesic path joining x to y is the arc of great circle

γ : [0, d(x, y)] → SnR
t 7→ γ (t) =

(
cos
√
κt
)
x+

(
sin
√
κt
)
u

where

u =
y − κ ⟨x, y⟩x√
κ ∥y − κ ⟨x, y⟩x∥

is a vector of norm R orthogonal to x in the (x, y)-plane. That γ is the geodesic
is easily verified by observing that γ(0) = x and γ(d(x, y)) = y and that γ is an
isometry, viz., ⟨dγ, dγ⟩ = dt2.

Consider now a geodesic triangle △abc. The angle between two geodesic
paths [ca] and [cb] issued from a point c of SnR with initial unit tangent vectors
v and w, resp., is the unique number γ ∈ [0, π] such that cos γ = ⟨v, w⟩. From
this fact, we derive the cosine law of spherical trigonometry:

cos
√
κd(a, b) = κ⟨a, b⟩ = ⟨ā, b̄⟩

= ⟨c̄⟨ā, c̄⟩+ v⟨ā, v⟩, c̄⟨b̄, c̄⟩+ w⟨b̄, w⟩⟩
= cos

√
κd(c, a) cos

√
κd(c, b) + sin

√
κd(c, a) sin

√
κd(c, b) cos γ

where ā = a/R, b̄ = b/R, and c̄ = c/R.
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9.1.3 Hyperboloid model

Consider in En+1 the hyperboloid upper sheet

Hn
R =

{
(x1, ..., xn+1) :

xn+1 ≥ 0
x21 + ...+ x2n − x2n+1 = −R2

}
The above can be, a bit more formally, redefined as the sphere of radius ȷR

Hn
R =

{
(x1, ..., xn+1) :

xn+1 ≥ 0
⟨x|x⟩ = (ȷR)2

}
in the quadratic space En,1 defined to be the vector space Rn+1 endowed with
the bilinear form

⟨x | y⟩ =

(
n∑

i=1

xiyi

)
− xn+1yn+1

for all x, y ∈ Rn+1 (see [72, Chap. 4]). The fact that the curvature is negative
can be seen by computing the osculating surface and observing that it has mixed
signature. Let us agree to call this space the model space Mn

κ for negative
curvature κ = − 1

R2 < 0. The metric

d : Hn
R ×Hn

R → R+

is defined by

cosh
√
−κd (x, y) = κ ⟨x | y⟩ (9.2)

The above is in fact the metric induced on Hn
R by the metric ⟨·, ·⟩ of En,1. Given

that x ̸= y ∈ Hn
R, then the geodesic path joining x to y is

γ : [0, d(x, y)] → Hn
R

t 7→ γ (t) =
(
cosh

√
−κt

)
x+

(
sinh
√
−κt

)
u

where

u =
y − κ ⟨x | y⟩x

√
−κ
√
⟨y − κ ⟨x | y⟩x|y − κ ⟨x | y⟩x⟩

is a vector of norm R orthogonal to x, that is,

⟨u | u⟩ = R2, ⟨u | x⟩ = 0

in the (x, y)-plane. To verify that the above is indeed a geodesic, observe first
that ⟨γ|γ⟩ = −R2, so that γ(t) remains in the hyperboloid. Next, it is eas-
ily verified, using a little bit of hyperbolic trigonometry, that γ(0) = x and
γ(d(x, y)) = y. Finally, observe that γ is an isometry, as ⟨dγ|dγ⟩ = dt2.

The hyperbolic angle between two geodesic paths [ca] and [cb] issued from
a point c ∈ Hn

R with initial unit tangent vectors v and w, resp., is the unique
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number γ ∈ [0, π] such that cos γ = ⟨u | v⟩. From this, we derive the hyperbolic
cosine law:

cosh
√
−κd(a, b) = κ⟨a, b⟩ = −⟨ā|b̄⟩

= −⟨c̄⟨ā|c̄⟩+ v⟨ā|v⟩|c̄⟨b̄|c̄⟩+ w⟨b̄|w⟩⟩
= cosh

√
−κd(c, a) cosh

√
−κd(c, b)− sinh

√
−κd(c, a) sinh

√
−κd(c, b) cos γ

where ā = a/R, b̄ = b/R, and c̄ = c/R.

9.2 Models of Hyperbolic spaces with constant
curvature −1

9.2.1 n-dimensional models

In this section, five analytic models for hyperbolic space are introduced. Each
model is a complete Riemannian manifold with an associated Riemannian met-
ric. In addition, each model has a constant sectional curvature −1. The analytic
model for hyperbolic spaces are given as follows:

Half-space model Hn :

Hn = {(x1, . . . , xn) ∈ Rn : xn > 0}

with the associated Riemannian metric

gij (x1, . . . , xn) =
δij
x2n
.

Poincaré ball model Dn:

Dn =
{
(x1, . . . , xn) ∈ Rn : x21 + · · ·+ x2n < 1

}
with the associated Riemannian metric

gij (x1, . . . , xn) =
4δij

(1− (x21 + · · ·+ x2n))
2 .

Hyperboloid model Hn:

Hn =
{
(x1, . . . , xn+1) ∈ Rn+1 : x21 + · · ·+ x2n − x2n+1 = −1, xn+1 > 0

}
with the associated Riemannian metric

gij (x1, . . . , xn+1) =

 0 i ̸= j
1 i = j ̸= n+ 1
−1 i = j = n+ 1
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Jemisphere model Jn:

Jn =
{
(x1, . . . , xn+1) ∈ Rn+1 : x21 + · · ·+ x2n + x2n+1 = 1, xn+1 > 0

}
with the associated Riemannian metric

gij (x1, . . . , xn) =
δij
x2n+1

Klein model Kn: {
(x1, . . . , xn) ∈ Rn : x21 + · · ·+ x2n < 1

}
with the associated Riemannian metric

gij (x1, . . . , xn) =
δij

1− (x21 + · · ·+ x2n)
+

xixj

(1− (x21 + · · ·+ x2n))
2

9.2.2 2-dimensional models

Poincaré disk model

Given the unit disk D2 = {z ∈ C : |z| < 1} with Riemannian metric

ds =
2 |dz|
1− |z|2

,

the distance dD is given by

dD (z, w) = ln
|1− z̄w|+ |w − z|
|1− z̄w| − |w − z|

= tanh−1 | z − w
1− zw̄

|

and the geodesic for each pair of z, w in D2 with z ̸= w is the unique Euclidean
circle C or line L which contains z, w and orthogonal to the unit circle.

Poincaré half plane model

Given the half space H2 = {z ∈ C : ℑ (z) > 0} with Riemannian metric

ds =
|dz|
ℑ (z)

,

the distance dH is given by

dH (z, w) = ln

(
|z − w̄|+ |z − w|
|z − w̄| − |z − w|

)
= 2 tanh−1 |z − w|

|z − w̄|

and the geodesic for each pair of z, w in H2 with z ̸= w is the unique Euclidean
circle C or line L which contains z, w and orthogonal to the real axis.
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Chapter 10

Isometric embedding in
constant curvature space

The premise of the previous chapter was that any triangle in a metric space can
be isometrically embedded in any of the standard constant curvature spaces.
The problem is that for such more complicated objects as graphs, this is not
always true. The purpose of this chapter is to derive conditions for metric graphs
to be embeddable in a constant curvature space. If this can be accomplished,
then the graph can be given a curvature, rather than a curvature bound as in
the previous chapter.

10.1 distance structure and links

Given a weighted graph (G,w), it is easy to construct a metric structure (X, d)
on its vertex set X = {x1, ..., xn}. Conversely, there arises the question as
to whether, given a metric space (X, d) on a finite or countably infinite set of
points, there exists a weighted graph (G,w) on the vertex set X that induces
the distance d : X ×X → R. The answer is given by the following:

Theorem 32 Given a set of points x1, ..., xn and a symmetric distance matrix
d(xi, xj), there exists a unique weighted graph (G,w) that induces the metric
d : X ×X → R.

Proof. Two arbitrary nodes xi, xj are linked if and only if, for an arbitrary
node xk, k ̸= i, j, we have

d(xi, xj) < d(xi, xk) + d(xk, xj), (10.1)

in which case w(xixj) = d(xi, xj). This yields a weighted graph structure. To
prove that it is unique, let (G1, w1), (G2, w2) be two such structures. Take two
points xi, xj and assume they are linked in (G1, w1) and not linked in (G2, w2).
Therefore, in (G2, w2), there must exist a path xi = xk0 , xk1 , ..., xkM−1 , xkM = xj
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such that d(xi, xj) =
∑

m d(xkm , xkm+1). Using the triangle inequality, this
implies that, for any intermediate point of this path, d(xi, xj) < d(xi, xkm) +
d(xkm, x

j), which contradicts (10.1). �
If we start with a weighted graph (G,w), construct the metric space (X, d)

on its vertex set, and them construct the graph (Gd, wd) using the previous
theorem, it is not always true that, topologically and consequently metrically,
Gd = G. A discrepancy would typically happen when G has a link xmxm+1 of
such a large weight that it does not contribute to the metric d; precisely, for no
pairs of vertices xi, xj do we have d(xi, xj) = ℓ(... ∪ xmxm+1 ∪ ...).

If, to gauge the curvature properties of a graph, we attempt an isometric
embedding (G, d)→Mr

κ in one of the standard constant curvature spaces, those
links too heavily weighted to contribute to the metric will be problematic, and
for this reason we prefer to look at the isometric embedding (X, d)→Mr

κ.

10.2 Gram matrices

10.2.1 positive curvature

A set of n points x1, ..., xn on SrR can be considered as a set of n (r + 1)-
dimensional vectors in the underlying space Er+1. Write those vectors as linear
combination of the basis {Ei : i = 1, ..., r + 1} of Er+1: xi = xjiEj . Then it is
easily verified that the Gram matrix {⟨xi, xj⟩} can be written as

 ⟨x1, x1⟩ . . . ⟨x1, xn⟩
...

. . .
...

⟨xn, x1⟩ . . . ⟨xn, xn⟩

 =

 x11 . . . xr+1
1

...
. . .

...
x1n . . . xr+1

n


 ⟨E1, E1⟩ . . . ⟨E1, Er+1⟩

...
. . .

...
⟨Er+1, E1⟩ . . . ⟨Er+1, Er+1⟩


 x11 . . . x1n

...
. . .

...
xr+1
1 . . . xr+1

n


The Gram matrix of the basis vectors {⟨Ei, Ej⟩} is positive definite for the usual
inner product. Next, in the Mr

κ model, ⟨xi, xj⟩ = 1
κ cos

√
κd(xi, xj). It therefore

appears that the embeddability of n points in r-dimensional manifold of con-
stant positive curvature κ is related to whether the matrix {cos

√
κd(xi, xj)} is

positive (semi)definite of rank (r + 1).

10.2.2 negative curvature

A similar argument holds for negative curvature embedding, with the difference
that we use the Hr

R model embedded in the space Er+1,1 with nonsign definite
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inner product ⟨·|·⟩. Gain, it is easily checked that ⟨x1|x1⟩ . . . ⟨x1|xn⟩
...

. . .
...

⟨xn|x1⟩ . . . ⟨xn|xn⟩

 =

 x11 . . . xr+1
1

...
. . .

...
x1n . . . xr+1

n


 ⟨E1|E1⟩ . . . ⟨E1|Er+1⟩

...
. . .

...
⟨Er+1|E1⟩ . . . ⟨Er+1|Er+1⟩


 x11 . . . x1n

...
. . .

...
xr+1
1 . . . xr+1

n


The Grammatrix of the basis vectors {⟨Ei|Ej⟩} now has signature +1,+1, ...,+1,−1.
Furthermore, in this model, ⟨xi|xj⟩ = 1

κ cosh
√
−κd(xi, xj). Since κ < 0, the

matrix {cosh
√
−κd(xi, xj)} =: ∆ can be written as X ′EX, where E has sig-

nature −1,−1, ...,−1,+1. By elementary linear algebra, ∆ is congruent to the
direct sum ∆(r+1)×(r+1) + 0(n−r−1)×(n−r−1) and ∆(r+1)×(r+1) is itself congru-
ent to diag(−1,−1, ...,−1,+1). Therefore, embeddability is related to whether
{cosh

√
−κd(xi, xj)} has a sequence of nested principal minors of alternate sign,

up to an including order (r + 1)× (r + 1), and vanishing thereafter.

10.3 Cayley-Menger matrix

Consider a set of vectors x1, ..., xr in Euclidean space Er with inner product ⟨·, ·⟩.
It is well known that the volume V (x1, ..., xk) of the parallelepiped constructed
on the vectors x1, ..., xr is given by

V 2(x1, ..., xr) = det

 ⟨x
1, x1⟩ . . . ⟨x1, xr⟩
...

. . .
...

⟨xr, x1⟩ . . . ⟨xr, xr⟩


Using a classical Schur complement argument, it is easily found that the above
can be rewritten as

V 2(x1, ..., xr) = − det


⟨x1, x1⟩ . . . ⟨x1, xr⟩ 1

...
. . .

...
...

⟨xr, x1⟩ . . . ⟨xr, xr⟩ 1
1 . . . 1 0


In Euclidean space, we have the relationship

⟨xi, xj⟩ = 1

2

(
||xi||2 + ||xj ||2 − d(xi, xj)2

)
Replace the inner product in the volume expression by the more primitive con-
cepts of norm and distance; next subtract the last row (column) multiplied by
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1
2 ||x

i∥2 from the ith row (column) and it is easily found that

V 2(x1, ..., xr) = (−1)r+1


0 1 1 . . . 1
1 0 d(x1, x2) . . . d(x1, xr)
1 d(x2, x1) 0 . . . d(x2, xr)
...

...
...

. . .
...

1 d(xr, x1) d(xr, x2) . . . 0


10.4 congruence invariants

The isometric embedding of a set of points in the standard constant curvature
spaces is a traditional problem, which has received a practical solution in terms
of the signs of a nested sequence of principal minors of some matrices. For
embedding in constant curvature κ > 0 space, the relevant matrix associated
with a set of points x1, ..., xn is

∆κ(x
1, ..., xn) =

{
cos
(
d(xi, xj)

√
κ
)}

1≤i,j≤n

For embedding in the Euclidean space, the relevant matrix is the so-called
Cayley-Menger matrix:

D(x1, ..., xn) =


0 1 1 . . . 1
1 0 d(x1, x2)2 . . . d(x1, xn)2

1 d(x2, x1)2 0 . . . d(x2, xn)2

...
...

...
. . .

...
1 d(xn, x

1)2 d(xn, x2)2 . . . 0


For embedding in the standard constant curvature space κ < 0, the relevant
matrix is

∆κ(x
1, ..., xn) =

{
cosh

(
d(xi, xj)

√
−κ
)}

1≤i,j≤n

The embeddability condition in positive curvature space is equivalent to the
sequence of top left hand corner principal minors of the relevant matrix to be
positive, which is equivalent to positive definiteness of the same matrix. For
embeddability in Euclidean and negative curvature spaces, the same sequence
but for the other relevant matrices must have alternating signs; precisely, the
k× k principal minor must have sign −(−1)k. The following reformulation will
turn out to be helpful:

Lemma 5 Let ∆k be the top left hand corner principal k × k submatrix of
the n × n real symmetric matrix ∆. Assume det∆k ̸= 0, k = 1, ..., n. Then
signdet∆k = −(−1)k if and only if ∆ has (n − 1) negative eigenvalues, λ1 ≤
... ≤ λn−1 < 0, and one positive eigenvalue λn > 0.

Proof. The proof is by induction on the size n of the matrix. Clearly, the
statement of the theorem is completely trivial for n = 1. Suppose now that the
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result is valid up to order n − 1 and let us show that it is valid up to order n.
Partition ∆ as

∆ =

(
∆11 ∆12

∆21 ∆22

)
where ∆11 is (n − 1) × (n − 1) and nonsingular. As is well known, a Schur
complement argument yields the congruence relation(

∆11 ∆12

∆21 ∆22

)
∼
(

∆11 0
0 ∆22 −∆21∆

−1
11 ∆12

)
(10.2)

Hence the above two matrices have the same signs for their eigenvalues. Clearly,
sign det∆k = −(−1)k, k ≤ n, if and only if sign det∆k = −(−1)k, k ≤ n − 1
and sign

(
∆22 −∆21∆

−1
11 ∆12

)
= −1. By induction hypothesis, sign det∆k =

−(−1)k, k ≤ n− 1, iff ∆11 has (n− 1) negative and one positive eigenvalue. On
the other hand, in view of (10.2), the condition sign

(
∆22 −∆21∆

−1
11 ∆12

)
= −1

means that ∆ has one negative eigenvalue in addition to those of ∆11. Hence
the statement of the lemma holds up to order n. �

For the matrix D of Euclidean embedding, the 1 × 1 top left hand corner
principal minor vanishes, so that the previous result need a slight revision:

Lemma 6 Let Dk be the top left hand corner principal k × k submatrix of the
(n + 1) × (n + 1) real symmetric matrix D, where n ≥ 2. Assume detDk ̸= 0,
k = 2, ..., n + 1. Then signdetDk = −(−1)k, k = 2, ..., n + 1, if and only if
D has n negative eigenvalues, λ1 ≤ ... ≤ λn < 0, and one positive eigenvalue
λn+1 > 0.

Proof. The proof is the same as that of Lemma 5, except for the fact that the

startup of the induction argument is n = 2 with the matrix

(
0 1
1 0

)
rather

than n = 1 with the “matrix” 1. �
When some top left hand corner minors (of D) vanish (for k > 2), some

caution must be exercised in order to be able to infer something about the
eigenvalues of ∆. Indeed, once a top left hand corner minor (of D) vanishes (for
k > 2), so must all of those containing it in order to be able to conclude that
some eigenvalues vanish. Contrary to Lemma 5 where a relabeling would not
affect the sign of the sequence of nested principal minors, here, as a general rule,
the required behavior of the principal minors as an eigenvalue test can only be
achieved after a relabeling of the rows and the columns of ∆.

Lemma 7 Let ∆ have nonvanishing diagonal elements. Then there exists a
relabeling of the rows and columns of ∆ such that sign det∆k = −(−1)k, k ≤ n1
and det∆k = 0 for n1+1 ≤ k ≤ n iff ∆ has n1− 1 negative eigenvalues, n−n1
vanishing eigenvalues, and 1 positive eigenvalue.

Proof. Since ∆ has nonvanishing diagonal elements, there exists at least one top
left hand corner principal minor that does not vanish. Let ∆11 be the maximum
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nonsingular top left hand corner principal submatrix of ∆. As before, we have
the congruence relationship(

∆11 ∆12

∆21 ∆22

)
∼
(

∆11 0
0 ∆22 −∆21∆

−1
11 ∆12

)
If ∆22 − ∆21∆

−1
11 ∆12 = 0, the theorem is proved. In the opposite case, there

exists a principal submatrix of ∆22 −∆21∆
−1
11 ∆12 that is nonsingular. (Indeed,

if all such minors vanish, the characteristic polynomial of ∆22 − ∆21∆
−1
11 ∆12

is sm, all eigenvalues vanish, and so does the matrix.) Relabel the rows and
the columns of ∆22 −∆21∆

−1
11 ∆12, which amounts to relabel the rows and the

columns of ∆ of indices from n1 + 1 to n, such that the nonsingular principal
submatrix is brought to the top left hand corner position in of ∆22−∆21∆

−1
11 ∆12,

that is,

PT
(
∆22 −∆21∆

−1
11 ∆12

)
P =(

∆c
αα ∆c

αβ

∆c
βα ∆c

ββ

)
where ∆c

αα is nonsingular, α denotes those row and column indices of ∆ cor-
responding to the nonsingular principal submatrix of ∆22 − ∆21∆

−1
11 ∆12, P

denotes the column permutation matrix, and the superscript “c” denotes the
Schur complement. From these considerations, it follows that

PT
(
∆22 −∆21∆

−1
11 ∆12

)
P =(

∆αα ∆αβ

∆βα ∆ββ

)
−
(

∆α1

∆β1

)
∆−1

11

(
∆1α ∆1β

)
Clearly, we have the congruence relations

∆ ∼

 ∆11 0 0
0 ∆αα −∆α1∆

−1
11 ∆1α 0

0 0 X

 ∼
 ∆11 ∆1α 0

∆α1 ∆αα 0
0 0 X


whereX denotes the Schur complement of ∆αα−∆α1∆

−1
11 ∆1α in PT

(
∆22 −∆21∆

−1
11 ∆12

)
P .

Clearly, (
∆11 ∆1α

∆α1 ∆αα

)
is nonsingular. From here on, we iterate until we reach the congruence relation

∆ ∼
(

∆γγ 0
0 0

)
where ∆γγ is nonsingular. The latter along with Lemma 5 proves the theorem.
�

Again, the preceding result needs a slight amendment to be applicable to D.
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Lemma 8 Let the (n+1)× (n+1) real symmetric matrix D have nonsingular
top left hand corner principal submatrix D2. Then there exists a relabeling of the
rows and columns of ∆ of indices 3, ..., n + 1 such that sign detDk = −(−1)k,
k ≤ n1 and detDk = 0 for n1 + 1 ≤ k ≤ n + 1 iff D has n1 − 1 negative
eigenvalues, n+ 1− n1 vanishing eigenvalues, and 1 positive eigenvalue.

Proof. Essentially the same as the preceding. �

10.5 Main results

With these preliminaries, we can state the fundamental embedding theorems:

Theorem 33 The metric space (X, d) can be isometrically embedded in the
standard constant curvature κ > 0 space of dimension r iff the diameter of the
set of points does not exceed π√

κ
and, possibly after some relabeling, ∆κ(x1, ..., xr+1) >

0 and det∆κ(x1, ..., xr+1, xr+2, ..., xk) = 0 for r + 2 ≤ k ≤ n.

Proof. Necessity is obvious. Hence we only prove sufficiency. Clearly, the
matrix ∆k(x1, ..., xr+1, xr+2, ..., xn) is congruent to diag(+1,+1, ...,+1, 0, ..., 0).
Write this congruence as

∆κ(x1, ..., xr+1, xr+2, ..., xn) =
1

R2
X ′diag(+1,+1, ...,+1)X

where the columns of X have norm R. Using an orthonormal basis in the
standard space Er+1, the above can be rewritten

∆κ(x1, ..., xr+1, xr+2, ..., xn) =
1

R2
X ′

 ⟨E1, E1⟩ . . . ⟨E1, E
r+1⟩

...
. . .

...
⟨Er+1, E1⟩ . . . ⟨Er+1, Er+1⟩

X

With X we define the embedding xi 7→ xikEk. The congruence relation yields

cos
√
κd(xi, xj) = κ⟨xikEk, x

j
lEl⟩

From the above, d(xi, xj) is the distance between the points xikEk , xjlEl on the
sphere SrR. Hence the embedding (X, d) ↩→Mr

κ is isometric. �

Corollary 4 There exists an isometric embedding (X, d)→ (Mr
κ>0, d̄) iff the di-

ameter of the set of points does not exceed π√
κ
and the eigenvalues of ∆(x1, ..., xn)

are as
0 = λ1 = ... = λn−r−1 < λn−r ≤ ... ≤ λn

Theorem 34 The metric space (X, d) can be isometrically embedded in the
standard constant curvature κ > 0 space of dimension r iff the diameter of the
set of points does not exceed π√

κ
and
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1. There exists a sequence of points, possibly after relabeling, x1, ..., xr+1 such
that

det∆κ(x1, ..., xk) > 0, k ≤ r + 1

2. For any two points x, x′ ∈ X, we have

det∆κ(x1, ..., xr+1, x) = 0

and
det∆κ(x1, ..., xr+1, x, x′) = 0

Proof. See [15, Th. 63.1]. �

Theorem 35 There exists an embedding (X, d)→ Er iff

1. There exists, possibly after relabeling, x1, ..., xr+1, such that

signdetD(x1, ..., xk) = (−1)k, k ≤ r + 1

2. For any two points x, x′ ∈ X, we have

detD(x1, ..., xr+1, x) = 0

detD(x1, ..., xr+1, x, x′) = 0

Proof. See [15, Th. 41.1, 42.1]. �

Corollary 5 There exists an embedding (X, d)→ Er iff the matrix D(x1, ...xn)
has eigenvalues

λ1 ≤ ... ≤ λr+1 < 0 = λr+2 = ... = λn < λn+1

Theorem 36 The metric space (X, d) can be isometrically embedded in the
standard constant curvature κ < 0 space of dimension r iff, possibly after some
relabeling, det∆κ(x1, ..., xk) = (−1)k+1, for k ≤ r+1, and det∆k(x1, ..., xr+1, xr+2, ..., xk) =
0 for r + 2 ≤ k ≤ n.

Proof. Necessity is obvious. Hence we only prove sufficiency. Clearly, the ma-
trix ∆k(x1, ..., xr+1, xr+2, ..., xn) is congruent to diag(−1,−1, ...,−1,+1, 0, ..., 0).
Write this congruence as

∆k(x1, ..., xr+1, xr+2, ..., xn) =
1

R2
X ′diag(−1,−1, ...,−1,+1)X

Choosing the basis {Ei} of the quadratic space Er+1,1, this congruence can be
rewritten

∆k(x1, ..., xr+1, xr+2, ..., xn) = − 1

R2
X ′

 ⟨E1|E1⟩ . . . ⟨E1|Er+1⟩
...

. . .
...

⟨Er+1|E1⟩ . . . Er+1|Er+1⟩

X
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The above yields
cosh

√
−κd(xi, xj) = κ⟨xikEk, x

j
lEl⟩

Hence d(xi, xj) is the distance between the points xikEk , xjlEl on the hyper-
boloid Hr

R. Hence the embedding is isometric. �

Theorem 37 There exists an isometric embedding (X, d)→Mr
κ<0 iff

1. There exists a sequence of points x1, ..., xr+1, possibly after relabeling, such
that

signdet∆κ(x1, ..., xk) = −(−1)k, k ≤ r + 1

2. For any two points x, x′ ∈ X, we have

det∆κ(x1, ..., xr+1, x) = 0

det∆κ(x1, ..., xr+1, x, x′) = 0

Proof. See [15, Th. 106.1 and Cor.]. �

Corollary 6 There exists an isometric embedding (X, d)→Mr
κ<0 iff the eigen-

values of ∆(x1, ..., xn) are as

λ1 ≤ ... ≤ λr < 0 = λr+1 = ... = λn−1 < λn

Proof. From the preceding and Lemma 5. �

10.6 isometric embedding of basic graph struc-
tures

10.6.1 complete graph

Embeddability of the complete graph with uniform link weight in both the
constant curvature hyperbolic space and the constant curvature spherical space
involves the special k × k Toeplitz structure

Tk =


1 c . . . c
c 1 . . . c
...

...
. . .

...
c c . . . 1

 , k ≥ 1

where c = cosh
(
d(xi, xj)

√
−κ
)
in the hyperbolic case and c = cos

(
d(xi, xj)

√
κ
)

in the spherical case. The issue is the sequence of principal minors of such a
Toeplitz-structured matrix. Set

tk = detTk×k

and we have the following lemma:
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Lemma 9 The recursion on the principal minors of the Toeplitz-structured ma-
trix Tk is

tk+1 = (1− c)tk + (1− c)2tk−1 − (1− c)3tk−2

subject to the initial conditions

t1 = 1

t2 = 1− c2

t3 = (1− c)2(2c+ 1)

Furthermore, the solution to the above recursion is given by

tk = (1− c)k−1 ((k − 1)c+ 1) , k ≥ 1

Proof. By subtracting the first column from the last column of Tk, we get

detTk = (−1)k+1(c− 1) detT + (1− c) detTk−1

where T is the Toeplitz matrix with 1’s on the superdiagonal and c’s everywhere
else. Again, by subtracting the first row from the last row of T , we get

detT = (−1)k+1(c− 1) det

(
c ceTk−3

cek−3 Tk−3

)
where ek is the k-dimensional column made up of 1’s. Observing that(

c ceTk−3

cek−3 Tk−3

)
=

(
(c− 1) 0

0 0

)
+ Tk−2

and remembering that the determinant of the sum of two matrices equals the
sum of the determinants of all matrices constructed with some columns of the
first matrix and the complementary columns of the second matrix, we get

det

(
c ceTk−3

cek−3 Tk−3

)
= detTk−2 + det

(
(c− 1) cek−3

0 Tk−3

)
= detTk−2 + (c− 1) detTk−3

Combining all of the above yields the recursion. The initial conditions on the
recursion are trivial to verify. The explicit solution is easily seen by direct
verification to satisfy the recursion and its initial conditions. �

From the above, it is possible to say something about the eigenvalues of Tn.

Corollary 7

det (sI − Tn) = (s− (1− c))n−1(s− ((n− 1)c+ 1))
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Proof. Recall that the coefficient of sn−k in det (sI − Tn) is (−1)k times the
sum of all principal minors of order k of Tn. There are

(
n
k

)
such principal minors,

all equal to tk. Hence,

det (sI − Tn) =
n∑

k=0

(−1)k
(
n

k

)
tks

n−k

=

n∑
k=0

(−1)k
(
n

k

)
(1− c)k−1 ((k − 1)c+ 1) sn−k

=

(
n−1∑
k=0

(−1)k
(
n− 1

k

)
(1− c)ksn−1−k

)
(s− ((n− 1)c+ 1))

= (s− (1− c))n−1(s− ((n− 1)c+ 1))

�

Theorem 38 The complete graph Kn≥2 with uniform link weight d(xi, xj) > 0
is irreducibly isometrically embeddable in En−1 and in Mn−1

κ<0 . The same graph
is isometrically embeddable in Mn−1

κ>0 if and only if

κ ≤

cos−1
(
− 1

n−1

)
d(xi, xj)

2

(10.3)

Furthermore, it is irreducibly isometrically embeddable in Mn−2
κ>0 for

κ =

cos−1
(
− 1

n−1

)
d(xi, xj)

2

(10.4)

Proof. Since Euclidean embbedding is scalable, it can be assumed that the
graph has unit link weight. By subtracting the first column from the last col-
umn of D(x1, ..., xk), we get detD(x1, ..., xk) = (−1) detD(x1, ..., xk−1). Since,
obviously, detD(x1, x2) = 1 and detD(x1, x2, x3) = −1, the proof follows by
induction.

For embeddability in hyperbolic space, set c = cosh
(
d(xi, xj)

√
−κ
)
> 1, and

then the lemma yields det∆κ(x
1, ..., xk) = (1−c)k−1((k−1)c+1). The principal

minors of ∆κ(x
1, ..., xn) clearly never vanish and their signs have the required

alternating property, from which irreducible isometric embedding follows.
For embeddability in spherical space, set c = cos

(
d(xi, xj)

√
κ
)
≤ 1 and

then the lemma yields ∆κ(x
1, ..., xk) = (1 − c)k−1((k − 1)c + 1). Isometric

embeddability is hence equivalent to the sequence (k−1)c+1, k = 1, ..., n being
positive, with possibly a vanishing tail. (k− 1)c+ 1 ≥ 0 is clearly equivalent to

κ ≤

cos−1
(
− 1

k−1

)
d(xi, xj)

2

(10.5)
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and since

cos−1

(
− 1

n− 1

)
< cos−1

(
− 1

k − 1

)
, k < n

it follows that det∆κ(x
1, ..., xk) = (1− c)k−1((k − 1)c+ 1) could only possibly

vanish for k = n and is positive for k < n. Hence the graph is isometrically
embeddable iff (10.5) is satisfied ∀k ≤ n, which is equivalent to (10.3). The
irreducible isometric embedding inMn−2

κ requires, in addition, that (n−1)c+1 =
0, which is equivalent to (10.4). �

Remark 1 Observe that an alternate proof of embeddability for all three cases
is provided by a combination of Lemma 5 and Corollary 7.

It is instructive to provide some “visual geometry” interpretation of the
embedding of the uniformly weighted complete graph in a sphere. Consider
first three points v1, v2, v3 with uniform distance d. Clearly, this structure
is embeddable in any S2 sphere of radius r ≥ 3d

2π , that is, of curvature κ ≤(
2π
3d

)2
, consistently with (10.3). Furthermore, the same structure is irreducibly

isometrically embeddable in the sphere S1 of radius r = 3d
2π , that is, of curvature

κ =
(
2π
3d

)2
, consistently with (10.4).

Consider the embedding of four points v1, v2, v3, v4, with uniform distance
d = d(vi, vj), i ̸= j, in the sphere S2

r ⊆ R3 of radius r, hence of curvature κ = 1
r2 .

In R3, these four points form the vertices of a regular tetrahedron with edges
[vivj ]R3 , written more simply as vivj . Geometrically, the embedding problem in
S2
r consists in finding the unique sphere that passes through the vertices of the

regular tetrahedron and such that its arcs of great circles [vivj ]S2 , i ̸= j, have
length d, that is, d = r∠viOvj , where O denotes the center of the sphere cir-
cumscribed to the tetrahedron. Since O is the point equidistant to v1, v2, v3, v4,
the center O of the sphere lies on the segment v1v1⊥ perpendicular to the plane
v2v3v4. By the same argument, O lies on the segment v2v2⊥ orthogonal to
v1v3v4. Hence O = v1v1⊥ ∩ v2v2⊥. By elementary geometry, v1v1⊥ and v2v2⊥ are
both in the plane v1v2w orthogonal to the segment v3v4 and intersecting this
segment at w ∈ v3v4. Let α = ∠v1wv2 be the dihedral angle of the tetrahedron.
Recall that by elementary (Euclidean) geometry ℓR3(v2v1⊥) = 2ℓR3(v1⊥w); next,
a little bit of elementary (rectilinear) trigonometry in the triangle v1v2w yields
α = cos−1 1

3 ; finally a little bit more of (Euclidean) geometry in v1v2w yields
∠v1Ov2 = π − α. Thus the relation between d and r reads d = r(π − cos−1 1

3 ),

that is, 1
r =

π−cos−1 1
3

d =
cos−1(− 1

3 )

d , which is fully consistent with (10.4).

10.6.2 star

We now look at embeddability in another basic graph structure, that of a
star. More precisely, we have a central vertex vn+1 with n peripheral vertices
v1, ..., vn all connected to vn+1 with uniformly weighted links. If we observe
that d(vi, vj) = 2d(vi, vn+1) for i, j ≤ n, the ordering v1, ..., vn, vn+1 of the ver-
tices is justified by the fact that the first n vertices form, as far as the distance
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structure is concerned, a complete graph structure with uniform link weight.
Let Tn(d, c) denote the n × n Toeplitz matrix with d’s on the diagonal and c’s
off the diagonal. Embeddability of the v1, ..., vn+1 system relies on the matrix

T =

(
Tn(1, cosh(2d(v

i, vj)
√
−κ)) eTn cosh(d(vi, vj)

√
−κ))

en cosh(d(v
i, vj)

√
−κ)) 1

)
, i, j ≤ n

By the previous theorem, the principal minors of Tn(1, cosh(2d(v
i, vj)

√
−κ))

have the correct sign, so that it remains to check the sign of the determinant of
the above matrix.

Theorem 39 The star structure v1, ..., vn+1 is embeddable in a hyperbolic space
of sufficiently negative curvature κ.

Proof. It suffices to check that detT has opposite sign to detTn(1, cosh(2d(v
i, vj)

√
−κ)).

Remember that the Schur complement theorem says that

detT =

detTn(1, cosh(2d(v
i, vj)

√
−κ))(

1− eTn cosh(d(vi, vj)
√
−κ))T−1

n (1, cosh(2d(vi, vj)
√
−κ))en cosh(d(vi, vj)

√
−κ))

)
Hence it suffices to check that(
1− eTn cosh(d(vi, vj)

√
−κ))T−1

n (1, cosh(2d(vi, vj)
√
−κ))en cosh(d(vi, vj)

√
−κ))

)
< 0

At the κ→ −∞ limit, the sign of the above becomes that of(
1− eTnT−1

n (0, 1)en
)

It is easily seen by direct verification that

T−1
n (0, 1) =

1

n− 1
Tn(−(n− 2), 1)

so that (
1− eTnT−1

n (0, 1)en
)
= 1− 1

n− 1
< 0

and therefore the proof of embeddability in a sufficiently negatively curved space
follows from an induction argument.

�

Theorem 40 The above defined star with n ≥ 3 is not embeddable in any
positively curved space.

Proof. Embeddability in constant positive curvature space is equivalent to

T =

(
Tn(1, cos(2d(v

i, vj)
√
κ)) eTn cos(d(vi, vj)

√
κ))

en cos(d(v
i, vj)

√
κ)) 1

)
≥ 0
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By the embeddability theorem for complete graph, we have, for some specific
curvatures,

Tn(1, cos(2d(v
i, vj)

√
κ)) ≥ 0

Invoking again the Schur complement theorem, T ≥ 0 only if

Tn(1, cos(2d(v
i, vj)

√
κ))− enenT cos2(d(vi, vj)

√
κ)) ≥ 0

After some elementary manipulation, the above reduces to

Tn(sin
2
(
d(vi, vj)

√
κ
)
,− sin2

(
d(vi, vj)

√
κ
)
) = sin2

(
d(vi, vj)

√
κ
)
Tn(1,−1) ≥ 0

By the lemma, the above is clearly impossible for n ≥ 3. �

10.6.3 core concentric structure

To look at the embeddability properties of such a core concentric structure as the
ISP graph of Figure 13.1, consider a complete graph with vertices v1, ..., vn with
uniform link weight d(vi, vj) = 1 and to each vertex vi let us attach a tendril of
length ℓ ending up in the vertex vn+i. We have the following theorem:

Theorem 41 The above defined core concentric structure is embeddable inM2n−1
κ

provided ℓ
√
−κ is sufficiently large.

Proof. Embeddability of this structure in a constant curvature κ < 0 space
relies on the matrix

1 . . . c1 cℓ . . . cℓ+1

...
. . .

...
...

. . .
...

c1 . . . 1 cℓ+1 . . . cℓ
cℓ . . . cℓ+1 1 . . . c2ℓ+1

...
. . .

...
...

. . .
...

cℓ+1 . . . cℓ c2ℓ+1 . . . 1


=

(
T (1, c1) T (cℓ, cℓ+1)
T (cℓ, cℓ+1) T (1, c2ℓ+1)

)

where c1 = cos(
√
−κ), cℓ = cosh(ℓ

√
−κ), cℓ+1 = cos((ℓ+ 1)

√
−κ), and c2ℓ+1 =

cosh((2ℓ+ 1)
√
−κ). The congruence relation(

T (1, c1) T (cℓ, cℓ+1)
T (cℓ, cℓ+1) T (1, c2ℓ+1)

)
∼

(
T (1, c1) 0

0 T (1, c2ℓ+1)− T (cℓ, cℓ+1)T
−1(1, c1)T (cℓ, cℓ+1)

)
indicates that it suffices to argue on the sign of the eigenvalues of the block
diagonal matrix. Since the complete graph core is embeddable, T (1, c1) has
(n − 1) negative eigenvalues and one positive eigenvalue. Hence it suffices to
show that the Schur complement T (1, c2ℓ+1) − T (cℓ, cℓ+1)T

−1(1, c1)T (cℓ, cℓ+1)
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has n negative eigenvalues as ℓ
√
−κ→∞. Elementary computation shows that

the limit of the n× n Schur complement is 1− c2ℓ . . . 0
...

. . .
...

0 . . . 1− c2ℓ


Since cℓ →∞, the theorem is proved. �

10.6.4 tree

As elementary counterexamples prove, a tree is not in general embeddable in
a standard finitely negatively curved space. However, the fact that a tree is
Gromov hyperbolic for δ = 0 provides the clue that a tree may be embeddable,
in some limiting sense, in a infinitely negatively curved space.

If we are given a distance system d(vi, vj) and if

max
i,j

d(vi, vj) = d(vi
∗
, vj

∗
) = d∗

is unique, then the dominant terms in the matrix ∆κ(v
1, v2, ...) are cosh(d∗

√
−κ)

in the (i∗, j∗) and (j∗, i∗) positions. More precisely,

lim
κ→−∞

1

cosh(d∗
√
−κ)

∆κ(v
1, v2, ...) =



0 . . . 0 . . . 0 . . . 0
...

. . .
...

...
. . .

...
0 . . . 0 . . . 1 . . . 0
...

...
...

...
0 . . . 1 . . . 0 . . . 0
...

. . .
...

...
. . .

...
0 . . . 0 . . . 0 . . . 0


∼

 0 1 0
1 0 0
0 0 0



Clearly, the limiting matrix, which is the embeddability matrix of the line seg-
ment vi

∗
vj

∗
of distance d(vi

∗
vj

∗
), has the correct eigenvalue structure so that

the tree structure is embeddable is an infinitely negatively curved space.
Consider now the case of a uniform tree of degree k; typically, the Cayley

graph of a free group on k generators. Let every link be assigned the weight ℓ
and consider the subtree consisting of all nodes at a distance less than or equal
to ℓl from the root v0. Clearly, the longest distance that can be achieved on
this tree occurs for a pair of nodes at maximal distance ℓl from the root and
such that their shortest connecting path goes thorough the root. This maximum
achievable distance is 2ℓl. The set of kl nodes at a maximal distance from the
root decomposes into k subsets S1, ..., Sk of kl−1 modes such that the distance
between two nodes in the same subset is less than 2ℓl and the distance between
two nodes in different subsets is exactly 2ℓl. Clearly, each such subset Si has
its shortest path to the root crossing one and exactly one of the k nodes that

spring off the root. Clearly, the submatrix of ∆κ(v
0, v1, v2, ..., vk

l

) dominant as
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κ→ −∞ corresponds to indices in the subsets S1, ..., Sk and as such is congruent
to the k × k block matrix

∆̃(k,Cl−1) =


0 Cl−1 . . . Cl−1

Cl−1 0 . . . Cl−1

...
...

. . .
...

Cl−1 Cl−1 . . . 0


where Cl−1 is the (l − 1)× (l − 1) matrix fully populated with cosh(2ℓl

√
−κ):

Cl−1 =

 cosh(2ℓl
√
−κ) . . . cosh(2ℓl

√
−κ)

...
. . .

...
cosh(2ℓl

√
−κ) . . . cosh(2ℓl

√
−κ)


It remains to show that this matrix has the correct signature for its eigen-

values. To this effect, we slightly generalize the above structure to the k × k
block structure in which each block Cm has size m×m,

∆̃(k,Cm) =


0 Cm . . . Cm

Cm 0 . . . Cm

...
...

. . .
...

Cm Cm . . . 0


where Cm is the m×m matrix

Cm =


c c . . . c
c c . . . c
...

...
. . .

...
c c . . . c


We need some preliminary results. Define the k × k Toeplitz matrix

Tk(0, c) =


0 c . . . c
c 0 . . . c
...

...
. . .

...
c c . . . 0


and let

τk = detTk(0, c)

Lemma 10 The recursion on the principal minors of the Toeplitz-structured
matrix Tk(0, c) is

τk+1 = −cτk + c2τk−1 + c3τk−2

subject to the initial conditions

τ1 = 0

τ2 = −c2

τ3 = 2c3
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Furthermore, the solution to the above recursion is given by

τk = (−1)k−1(k − 1)ck, k ≥ 1

Proof. The proof follows the same lines as that of Lemma 9 and is omitted. �

Proposition 4 The characteristic polynomial of the matrix ∆̃(k,Cm) is

sk(m−1) (s+mc)
k−1

(s−m(k − 1)c)

Proof. First, observe that ∆̃(k,Cm) has rank k. Next, remember that the
coefficient of skm−i, i ≥ 1, in the characteristic polynomial of ∆̃(k,Cm) is
(−1)i times the sum of all its principal minors of order i. Because the rank of
∆̃(k,Cm) is k, only those principal minors up to order k are nonvanishing. To
construct a nonvanishing minor of order i, only one row or column index can
be chosen in every block row or column. For each size i, there are obviously(
k
i

)
mi such nonvanishing principal minors. By lemma 10, all such minors equal

(−1)i+1(i− 1)ci. Therefore, the characteristic polynomial is

skm −
k∑

i=2

(
k

i

)
mi(i− 1)ciskm−i

Now observe that

−
(
k

i

)
(i− 1)

=
(k − 1)!(k − i− ki+ i)

i!(k − i)!

=
(k − 1)!(k − i)− (k − 1)(k − 1)!i

i!(k − i)!

=

(
k − 1

i

)
− (k − 1)

(
k − 1

i− 1

)
Therefore,

skm −
k∑

i=2

(
k

i

)
mi(i− 1)ciskm−i

= skm −
k∑

i=2

((
k − 1

i

)
− (k − 1)

(
k − 1

i− 1

))
miciskm−i

= sk(m−1)

(
sk −

k∑
i=2

((
k − 1

i

)
− (k − 1)

(
k − 1

i− 1

))
micisk−i

)

= sk(m−1)

(
k−1∑
i=0

(
k − 1

i

)
sk−1−imici

)
(s−m(k − 1)c)

= sk(m−1) (s+mc)
k−1

(s−m(k − 1)c)

�
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Remark 2 The same result can also be proved by observing that

∆̃(k,Cm) =


0 1 . . . 1
1 0 . . . 1
...

...
. . .

...
1 1 . . . 0

⊗ Cm

and by remembering that
{
λl(∆̃(k,Cm))

}
= {λi(Tk(0, 1))λj(Cm)}. The eigen-

values of Cm are clearly {0,mc} and those of Tk(0, 1) are found to be {−1, k−1}.

Corollary 8 The uniform tree of degree k is embeddable in an infinitely nega-
tively curved space.

10.7 dual theory

The preceding embeddability theory is based on distances among a set of ver-
tices. For every of the three curvature cases–negative, vanishing, positive– the
theory provides a matrix such that, if some sign definiteness conditions are sati-
fied, the vertices are embeddable in the corresponding constant curvature space.
One already perceives the problem that it might take up to the construction of
3 matrices before being able to determine in what space the set of vertices is
embeddable. The dual theory proceed from the dihedral angles, and has the
advantage that, given a system of dihedral angles, one single Gram matrix al-
lows us to infer whether the geometry if hyperbolic, Euclidean, or spherical. Its
disadvantage is that it applies to simplexes only and as such is a rather local
theory.

In the ordinary E3 space, the concept of dihedral angles along an edge xixj

of a simplex x1x2x3x4 is pretty trivial: it is the angle between the faces incident
upon xixj . Already observe that it can also be defined as the complement
relative to π of the usual angle between the lines orthogonal to the faces adjacent
to xixj . We now proceed more formally:

Definition 50 Consider an n-simplex x1...xn+1 in the constant curvature space
Mκ. Let σn−1 be a codimension 2 subsimplex, and let xk, xl be the complement
of the set of vertices of σn−1 relative to x1, ..., xn+1. Then the dihedral angle
α(σn−2) is defined as π − ∠((xkσn−2)

⊥, (xlσn−2)
⊥), where (xkσn−2)

⊥ denotes
the geodesic orthogonal to all edges in xkσn−1, with a similar definition for
(xlσn−2)

⊥.

If αij , i ̸= j, is the dihedral angle of the edge xixj , and if we agree that
αii = π, then what dictates the geometry is the Gram matrix G = {− cosαij}
(see [75, 57]).

G =


1 − cosα12 − cos(α13) − cosα14)

− cosα12 1 − cosα23 − cosα24

− cosα13 − cosα32 1 − cosα34

− cosα14 − cosα24 − cosα34 1


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Precisely, the geometry if hyperbolic iff λ1(G) < 0 < λ2(G) ≤ λ3(G) ≤ λ4(G)
and all (i, j) cofactors are positive; the geometry is Euclidean iff λ1(G) = 0 <
λ2(G) ≤ λ3(G) ≤ λ4(G) with the same condition on the cofactors; finally, the
geometry is spherical iff G > 0.
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Chapter 11

comparison geometry

“Comparison geometry” refers to the simple, but far reaching, idea that, if we
isometrically embed an arbitrary triangle of some metric space in a standard
Riemannian space, the resulting comparison triangle can be given such inner
product concepts as angles and curvature. Because in comparison geometry the
fundamental object is, not unlike traditional Greek geometry, the triangle, it is
a local theory, especially as far as the angles are concerned. As far as curvature
is concerned, one way to go from local to global would be to find a curvature
bound for all triangles of the metric space, with the limitation that the overall
metric space can only be given a curvature bound.

11.1 CAT comparison theory

The comparison theory was historically the first attempt at defining curvature
of metric spaces and is usually credited to Alexandrov [50, Sec. 2.2], although
it has roots tracing back to Menger (see [50, Sec. 2.2], [15, Sec. 40], and Sec.
10.5).

Definition 51 Given a geodesic triangle ABC in the geodesic space (X, d), the
comparison triangle [12, p. 19] in the standard constant curvature space
(Mκ, d̄) is a triangle ĀB̄C̄ such that

d̄(Ā, B̄) = d(A,B)

d̄(B̄, C̄) = d(B,C)

d̄(C̄, Ā) = d(C,A)

The space (X, d) is said to be of curvature bounded by κ if the metric proper-
ties of the triangle in (X, d) are bounded by those of the comparison triangle in
Mκ. There are several precise materializations of this idea. Probably the most
popular one is the CAT-theory, where “CAT” stands for Cartan-Alexandrov-
Toponogov [52, Sec. 3.2] [12, p. 19], [54, Th. VIII.4.1].

127
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Definition 52 Take points Z ∈ [AB], Y ∈ [AC] along with their comparison
points in Mκ. If κ < 0, then (X, d) is said to be a CAT (κ)-space, i.e., has
curvature bounded from above by κ < 0 iff

d(X,Y ) ≤ d̄(Z̄, Ȳ )

If κ > 0, then (X, d) is said to be a CAT (κ)-space, i.e., has curvature bounded
from below by κ > 0 iff

d(X,Y ) ≥ d̄(Z̄, Ȳ )

(see [23, Sec. 4.1.4]).

With the above concepts, we can define a geodesic space to be negatively
curved at low scale if the sum of the Alexandrov angles at the vertices of suf-
ficiently small geodesic triangles ABC is less than π. With some caution, a
similar statement can be made for positively curved spaces [23, 4.1.5].

(More generally, the Rauch-Toponogov comparison theorems [12, p. 19], [54,
Th. VIII.4.1] compare metric properties of Riemannian spaces of different cur-
vatures.)

11.2 Alexandrov angle

The comparison triangle also allows a concept of angle to be defined solely
in terms of the distance, independently of the concept of inner product. The
Alexandrov angle [21, Def. 1.12], [23, 4.3] at the vertex A of a geodesic triangle
△ABC is the limϵ→0 (limϵ→0) of the angle at the vertex Ā of the comparison tri-
angle ĀB̄ϵC̄ϵ of [ABϵCϵ] in the standard negative (positive) curvature spaceMκ,
where Bϵ ∈ [AB], Cϵ ∈ [AC], and d(A,Bϵ) = ϵd(A,B), d(A,Cϵ) = ϵd(A,C).
The angle ∠B̄ϵĀC̄ϵ depends on the metric of Mκ, but remarkably the limit as
ϵ ↓ 0 does not depend on what comparison space is chosen [21, Prop. 2.9].

The Alexandrov angle is an extremely small scale concept, and as such it
does not directly apply to graphs. Indeed if A is an arbitrary vertex in a graph,
the Alexandrov angle between the links [AB] and [AC] would be 180 deg. At
such a small scale, the geometry of the graph is completely lost so that this
result is not surprising. For a graph, the lowest possible scale that can possibly
provide some geometric insight in the neighborhood of a vertex A is the scale of
vertices directly linked to A. At that scale, a nontrivial Alexandrov angle can
be defined.

The Alexandrov notion of angle will play a crucial role in assessing under
what conditions a hyperbolic graph can be isometrically embedded in a compact
surface of genus g > 2 carrying a negative curvature.
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11.3 example of application of Alexandroff an-
gles: isometric embedding on surface

If g > 2, then it is well-known that Sg carries a hyperbolic metric gij of con-
stant sectional curvature. If the graph G is hyperbolic, the question is whether
the graph G can be isometrically embedded into (Sg, gij). To assess the “ob-
structions” in doing so, consider a situation where a vertex of the graph A is
connected to vertices Bi, i = 1, ..., n, Bi is connected to Bi+1, and Bn is con-
nected to B1, with weights d(A,Bi) = 1, d(Bi, Bi+1) = 1, d(Bn, B1) = 1. Let
αi be the “angle” at the vertex A of the (geodesic) triangle ABiBi+1 and let
αn be the “angle” at the vertex A of the triangle ABnB1. Since the graph is
to be embedded into a surface of constant sectional curvature κ < 0, the angles
at the vertex A of the graph are most naturally defined following the procedure
of Alexandrov in a comparison triangle in the model space of constant sectional
curvature κ, Mκ [50], [21, Definition 2.15]. (In fact, a deeper result [21, Prop.
2.9] shows that, no matter what comparison space Mκ we choose, the angle is
the same and hence equal to 60 degrees.) If

∑
i αi = 2π, then the subgraph with

vertices A,Bi can be isometrically embedded into Sg. If, however,
∑

i αi > 2π,
then the isometric embedding of the subgraph yields a pleat singularity at A and
the surface is said to have a singular hyperbolic metric (see [52, Chap. 14]). If,
on the other hand,

∑
i αi < 2π, then the isometric embedding of the subgraph

must have a conical singularity at A (see [52, Sec. 61, 6.2]), for indeed the sum
of the angles at the apex of a cone is < 2π. By the Gauss-Bonnet theorem, it
follows that the cone has positive sectional curvature locally around its apex, so
that the isometric embedding cannot be done on a surface of uniformly negative
curvature.

11.4 higher dimensional comparison

A problem with the previous analysis, along with its definition of positively and
negatively curved graphs, is that it clings on the assumption that the graph has
been topologically embedded in a surface. Here we indicate the way to carry
over this analysis to graphs embedded in 3-manifolds.

There is a dramatic transition as we go from 2-D to 3-D, because indeed,
while a metric triangle, that is, a triple of points with their distances satisfying
the triangle inequality, is embeddable in any space of any curvature, the basic
3-D building block, the metric tetrahedron, that is, a quadruple of points such
that every of its triple satisfies the triangle inequality, is not always isometrically
embeddable in an arbitrarily curved space (see Sec. 10.5). In addition, the 2-
dimensional geometry fact that the sum of the internal angles of a triangle
dictates the curvature is more complicated in 3 dimensions.
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11.5 nonpositively curvature in the sense of Buse-
man

The concept of nonpositive curvature in the sense of Buseman is a very primitive
one that does not even resort to the concept of comparison triangle.

Definition 53 Let A, B be two points that can be joined by a geodesic γ :
[0, d(A,B)] → X parameterized by arc length. The midpoint between A, B is
defined as

m(A,B) = γ

(
d(A,B)

2

)
Definition 54 A geodesic space (X, d) is said to be nonpositvely curved in the
sense of Buseman if ∀A ∈ X, there exists a δA such that, ∀B,C ∈ B(A, δA),

d(m(A,B),m(A,C)) ≤ 1

2
d(B,C)

Corollary 9 Let △ABC be an arbitrary geodesic triangle in the space (X, d).
Take Bλ ∈ [AB], Cλ ∈ [AC] such that d(A,Bλ) = λd(A,B), d(A,Cλ) =
λd(A,C). Assume that there exists a shortest geodesics [BλCλ] continuously
depending on λ. Then, if the geodesic space (X, d) is nonpositively curved in
the sense of Buseman, we have

d(Bλ, Cλ) ≤ λd(B,C).

Proof. See [50, Cor. 2.2.1]. �

11.6 negative curvature in the sense of Alexan-
drov

The concept of nonpositive curvature in the sense of Alexandrov refers to the
behavior of the distance function between a point and a geodesic.
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Appendix A

Coarse metric geometry

In this chapter, we allow the metric structure of a graph, or any topological space
for that matter, to be time-varying, or uncertain. This is motivated by the fact
that the link costs of a communications graph are periodically readjusted to
take into consideration recently observed congestion, delay, outages, etc. Con-
ceptually, we are dealing with a graph that has a fixed underlying topological
structure, but an uncertain metric structure, a concept which is here formalized
as a coarse structure. The latter concept leads to coarse homology, a generalized
homology that picks up only the coarse structure of a space irrespective of the
“details.”

Next to the above purely metric approach, there is an algebraic approach
which aims at coarsening a space by trading it with a noncommutative algebra.
The connection between the metric and the algebraic approaches is formulated
in the celebrated coarse Baum-Connes and Novikov conjectures.

A.1 coarse map and coarse structure

Definition 55 A not necessarily continuous function f : X → Y between met-
ric spaces X,Y is said to be a coarse map if the following two properties hold:

1. Bounded Expansiveness: For any cx > 0 there exists a cy > 0 such that

dx(x1, x2) ≤ cx ⇒ dy(f(x1), f(x2)) ≤ cy

2. Metric Properness: For each bounded subset B ⊆ Y , f−1(B) is bounded.

Definition 56 Two coarse maps f, f ′ : X → Y between metric spaces X,Y are
said to be coarsely equivalent if there exists a constant c such that dy(f(x), f

′(x)) ≤
c. Two spaces X,Y are said to be coarsely equivalent if there exist coarse maps
f : X → Y and f† : Y → X such that ff† and f†f are coarsely equivalent to
1X , 1Y , respectively, in which case f† is called coarse inverse of f .

133
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Clearly, the property that two coarse functions are “coarsely equivalent”
is an equivalence relation. The same applies to two spaces being “coarsely
equivalent.”

Observe that any two finite diameter spaces are coarsely equivalent, so that
the definition really makes sense only for infinite diameter spaces.

As an illustration, it is easily seen that Zn and Rn are coarsely equivalent.
Observe, however, that N× Z and R2 are not coarsely equivalent.

Consider now a topological space X that can be endowed with several dif-
ferent metrics. Probably the best illustrative example most closely related to
networking is a graph G, specified topologically by its vertices, its edges and
and interconnection matrix, and for which different link costs can be assigned.
Given two metrics d1, d2, the metric spaces (X, d1), (X, d2) may or may not be
coarsely equivalent. However, one might be able to find a collection of metrics
such that the resulting metric spaces are all coarsely equivalent. This leads to
the following:

Definition 57 A coarse structure on X is an equivalence class of distances di
such that, for any two such distances di, dj, the metric spaces (X, di), (X, dj)
are coarsely equivalent.

A.1.1 quasi-isometry versus coarse equivalence

It is necessary to stress that the “coarse geometry” school of thoughts have
concepts subtlety different than those of the “quasi-isometry” school of thoughts.
Certainly, a quasi-isometric embedding is a coarse map, but the converse is not
true. Indeed, consider the subset L := {±2k : k ∈ N∗} ∪ {0} ⊆ Z along with
the function f : L∗ ∋ ±2k 7→ ±k ∈ Z∗, 0 7→ 0. L is endowed with the metric it
inherits from Z 1. Clearly, f is a coarse map, f−1 is obviously a coarse inverse,
and |ff−1(x) − x| = |f−1f(x) − x| = 0, so that f is a coarse equivalence.
But it is not even a quasi-isometric embedding. Indeed, while f clearly has
bounded distortion, that is, |f(x1)− f(x2)| ≤ 1

2 |x1 − x2|, the reverse inequality
1
λ |x1 − x2| − ϵ ≤ |f(x1)− f(x2)| cannot hold for any ϵ, λ <∞.

A more spectacular counterexample is provided by the embedding of the
lattice N as a “square spiral” in Z2, as shown in Fig. A.1. Again, the embedding
f : N → Z2 is a coarse equivalence, but it is not a quasi-isometric embedding.
Indeed, as before, the upper bound d(f(x1), f(x2)) ≤ |x1 − x2| holds. To see
this, let yk : k = 0, 1, ..., n be the successive Z2 lattice points joining f(x1) = y0

to f(x2) = yn by following the spiral. Using the triangle inequality,

d(f(x1), f(x2)) ≤
n−1∑
k=0

d(yk, yk+1) = n = |x1 − x2|

The problem is the upper bound; indeed, asymptotically,

0 < lim
|x1−x2|→∞

|x1 − x2|
d2(f(x1), f(x2))

<∞

1This robuster counterexample was developed in cooperation with Prof. Hespanha and
Mr. Barooah.
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Figure A.1: The embedding f : N→ Z2.

so that the lower bound 1
λ |x1 − x2| − ϵ ≤ d(f(x1), f(x2)) could not hold.

Nevertheless, a coarse equivalence can be written in a way that resembles
the quasi-isometric embedding.

Theorem 42 Let X,Y be metric spaces. Then f : X → Y is a coarse embed-
ding iff there exist functions ρ, ρ : R+ → R+ with ρ(s) → ∞ as s → ∞ such
that

ρ(d(x1, x2)) ≤ d(f(x1), f(x2)) ≤ ρ(d(x1, x2))

Proof. See Roe, transparencies. �
In the one-dimensional lattice example f : L→ Z, clearly ρ could be taken as

log2, but ρ cannot be taken linear as required by the quasi-isometric embedding
concept.

In the other example f : N→ Z2, the generalized quasi-isometric formulation
holds; it indeed suffices to take ρ(s) asymptotically

√
s.

A.2 coarsening

Let G be some kind of complicated discrete space, like a large graph, that is
difficult to analyze by combinatorial methods for the very reason of the curse
of dimensionality. It is tempting to do the analysis on some kind of “faithful”
continuous geometry model X of G. This is the concept of coarsening of the
space G.

Definition 58 Let G be a metric space. Then a coarsening of G, EG, is a
metric space such that the following facts hold:

1. EG is a metric simplicial complex, that is, a simplicial complex equipped
with a distance which on the simplexes coincides with the usual distance.
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2. EG has bounded geometry, that is, there exists a coarse equivalence f :
EG→ Z, where Z is a discrete metric space such that, ∀r > 0, #Br(z) ≤
b(r), ∀z ∈ Z, where b(r) < B.

3. EG is uniformly contractible, that is, ∀x ∈ EG, ∀r > 0, there exists an
R > r such that the inclusion Br(x)→ BR(x) is nullhomotopic.

4. G and EG are coarsely equivalent.

It is easily seen that Rn together with its prismatic triangulation [48] is a
bounded geometry, uniformly contractible, metric simplicial complex. Since Rn

and Zn are coarsely equivalent, it follows that EZn = Rn.
Let Γ be a discrete group with a finite classifying space BΓ. Then the

universal cover of BΓ is coarsening of Γ.

Definition 59 Two (continuous) maps f, g : X → Y are said to be prop-
erly homotopic if there exists a proper map F : X × [0, 1] → Y such that
F (x, 0) = f(x) and F (x, 1) = g(x). Two spaces X,Y are said to be properly
homotopically equivalent if there exist maps f : X → Y and f† : Y → X
such that f†f , ff† are properly homotopic to 1X , 1Y , respectively. In this case,
f† is called proper homotopic inverse.

Theorem 43 EX is unique up to proper homotopy equivalence. Any coarse
map f : X → Y between coarse space induces a unique proper homotopy class
[f ] : EX → EY . Thus, E is a functor from the coarse category to the proper
homotopy category, as illustrated by the following diagram:

X
f−→ Y

g−→ Z
↓ ↓ ↓
EX

[f ]−→ EY
[g]−→ EZ

Proof. Let E1X and E2X be two coarsenings. Since both of them are infinite
simplicial complexes, their vertex sets have the same cardinality and hence there
exists a bijection between the vertex sets. This vertex map induces a simplicial
map between the two complexes. Finally, it is easily seen that this simplicial map
has a proper homotopic inverse. Hence E1X,E2X are properly homotopically
equivalent. The proof of the second claim proceeds along the same line and is
omitted. �

A.3 coarse homology

We would like to define a homology theory for space viewed at a distance, or
space viewed through blurring lenses. The idea is that the homology theory
should pick up the large scale features of the space, without the possibly cum-
bersome and irrelevant details of its local structure.

Definition 60 Let K∗ be a generalized homology theory [2]. Then the coarse
homology of X, KE∗(X), is defined as K∗(EX).
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K∗(EX) is indeed uniquely defined, since EX is defined up to homotopy equiva-
lence and homology is defined up to homotopy equivalence. Furthermore, coarse
homology is functorial, as the composition of the two functors E and K∗, as
illustrated by the following diagram:

X
f−→ Y

g−→ Z
E ↓ E ↓ E ↓
EX

[f ]−→ EY
[g]−→ EZ

K∗ ↓ K∗ ↓ K∗ ↓
KE∗X

[f ]∗−→ KE∗Y
[g]∗−→ KE∗Z

In other words, coarse homology is a homology theory.

A.4 Noncommutative geometry

It is well-known that a compact topological space X can be analyzed from the
commutative algebra C(X) of continuous complex-valued functions defined on
it. Conversely, the Gelfand-Naimark theorem 45 asserts that any commutative
algebra A is isometrically isomorphic to some C(X). Still along the same line
of ideas, the Swan-Serre theorem asserts that the algebraic (or the C∗-algebra)
K-theory of the commutative algebra C(X) is isomorphic to the K-groups of
the vector bundles defined over X.

As a warm up exercise, we begin by reviewing the above commutative fea-
tures, and then we show that replacing a commutative algebra by a noncommu-
tastivbe one is equivalent to coarsening tyher space.

A.4.1 preview: trading spaces for commutative algebras

Gelfand-Naimark theorem

In the commutative case, an essential tool is that of the Gelfand transform.
Let A∗ denote the Banach space of continuous linear functionals defined on A.
A character is a multiplicative bounded linear functional defined on A. Let
M(A) ⊆ A∗ denote the set of characters of A. (The reason for the notation
M(A) will become clearer later.) The Gelfand transform is defined as

G : A → C(M(A))

a 7→ â

where
â(µ) = µ(a)

We have the following theorem:

Theorem 44 (Gelfand-Naimark Representation Theorem) Let A be a
commutative (unital) C∗-algebra. Then the Gelfand transform is an isometric

∗-isomorphism G : A
∼=−→ C0(M(A)) (G : A

∼=−→ C(M(A))).
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Proof. See [35, Th. 2.2.2] or [39, Th. 1.4]. �
We provide a simple illustration of this theorem:

Corollary 10 If A is a unital C∗ algebra generated by one single element, a,
then A ∼= C(spec(a)).

Proof. For any character µ, µ(a) ̸= 0, and the multiplicative property of the
character yields µ(ae) = µ(a) = µ(a)µ(e), which implies that µ(e) = 1. Since a
generates the algebra, the character µ is completely defined from its value λ at
a. Since µ(a) = λ and µ(λe) = λ, it follows that µ(λe − a) = 0, from which it
follows that λe− a could not be invertible; hence λ ∈ spec(a). �

The proposition that follows justifies the notation M(A) for the set of char-
acters. Before proving that proposition, we need a lemma.

Lemma 11 Let A be a commutative algebra and I a maximal ideal. Then
A|I ∼= C.

Proof. That A|I is a field is a standard algebraic result. It is claimed that
there exists a λ[a] such that [a] = λ[e]. Assume not. Then [a− λe] is invertible
∀λ. Define f(λ) = µ((a− λe)−1). It is clearly an analytic function of λ, which
has no singularities; hence it is constant. Since f(∞) = 0, f(λ) = 0. Thus
(a − λe)−1 = 0, a contradiction. Hence a 7→ λa provides the isomorphism
A|I → C. �

Proposition 5 For a commutative unital algebra A, M(A) ∼= M(A), the set
of maximal ideals of A.

Proof. Let µ be a character and observe that, for a unital algebra, µ(e) = 1.
Next, take µ(a) = 0. Clearly, ∀b ∈ A, µ(ab) = µ(a)µ(b) = 0, so that whenever
a ∈ ker(µ), it follows that ab ∈ ker(µ), ∀b ∈ A; hence ker(µ) is an ideal. To
prove that it is maximal, let I be an ideal of which ker(µ) is a proper subset.
Take i ∈ I \ ker(µ). It is claimed that i has an inverse, for otherwise, µ(ai) ̸= 1,
∀a, which means that µ(ia) = 0, so that ia ∈ ker(µ) and furthermore i ∈ ker(µ),
a contradiction. Choose j such that µ(ij) = 1, so that ij − e ∈ ker(µ) ⊆ I. But
ij ∈ I. Hence e ∈ I, and I = A, the full algebra, a contradiction. Conversely, let
I be a maximal ideal. Clearly, A|I is a field; in fact A|I ∼= C. Define a character
µ such that µ(a) is the equivalent class of a in A|I. Clearly, I = ker(µ). �

Combining the previous two results, we obtain the following:

Theorem 45 (Gelfand-Naimark Representation Theorem) Let A be a
commutative unital C∗-algebra. Then there exists an isometric *-isomorphism
A→ C(M(A)), whereM(A) is the set of maximal ideals of A.

Proof. For a direct proof, see [88, Th 2.2.1]. �
C(X), with X =M(A), is called Gelfand representation of A.
Recall that an algebra A is said to be local if it has a unique maximal ideal.

This terminology stems from the fact that in this case the Gelfand representation
of the algebra is the set of continuous functions defined on a point.
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Swan-Serre theorem

A purely algebraic way to codify the structure of C(X) is via the algebraic K-

group Kalg
0 (C(X)) of isomorphism classes of projective modules over the ring

C(X); equivalently, the Grothendieck group of conjugacy classes of idempotents
(e = e2) in M∞(C(X)), the set of arbitrarily large matrices over C(X) with
finitely many nonvanishing elements [77, Sec. 1.2], [93, 5.B], [35, p. 185]. An-
other algebraic codification of C(X) exploits the fact that, in addition to being
a ring, C(X) is a C∗-algebra, leading to the C∗-algebra K-group K0(C(X))
of equivalent classes of projections (p = p2 = p∗) over M∞(C(X)). Because
every conjugacy class of idempotents contains a projection [93, 5.B.(d)], the

two algebraic codifications are the same, viz., Kalg
0 (C(X)) = K0(C(X)). The

Swan-Serre theorem [48, Th. 20.51] asserts that the algebraic or C∗-algebra K-
group in fact coincides with the more traditional topological K-group of complex
bundles over X. In addition, the higher K-groups also coincide. Precisely,

Theorem 46 For a compact space X,

K−i(X) = Ki(C(X)); i = 0, 1

A.4.2 trading spaces for noncommutative algebras

The basic point of this subsection is that the “amount of damage” done to a
space X if we attempt to describe it by means a noncommutative algebra A(X)
of operators is no more than some coarsening as defined in Section A.2.

Assume for the sake of the argument that X = {x1, ..., xn} is finite. The
set of functions defined over X can be identified with the set of n× n diagonal
matrices. The latter can be viewed as acting on ℓ2({1, ..., n}) and forms a
commutative algebra of operators ℓ2({1, ..., n}) → ℓ2({1, ..., n}). From here on,
we could define a noncommutative algebra of nondiagonal matrices over X. The
chief difference between the two cases is that, in the noncommutative case, the
(i, j), i ̸ j element of a matrix somehow blurs the difference between xi and
xj , while in the commutative case this blurring does not occur. The former is
referred to as noncommutative geometry [26] in which a space is represented by
some noncommutative algebra.

second Gelfand-Naimark theorem

Theorem 47 ((Second) Gelfand-Naimark representation Theorem) Any
C∗-algebra has an isometric representation as a closed subalgebra A of the al-
gebra B(H) of bounded linear operators defined over some Hilbert space H.

Proof. See, e.g., [39, Th. 1.17]. �
It is possible to derive more specific results, but at the expense of digging

much more deeply in the structure of the algebra [35, Chapter 6] than in the
commutative case.
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Definition 61 An algebra A is said to be n-homogeneous if all irreducible rep-
resentations have the same dimension n.

The spirit of the results is that, under some conditions, a noncommutative
algebra has a representation as a matrix-valued function.

Theorem 48 If A is a unital, n-homogeneous C∗-algebra, then there exists
an N ≥ n and a projection valued function P ∈ C(Â,Mn(C)) such that A ∼=
PC(Â,Mn(C))P .

Proof. See [35, Th. 6.3.1]. �

Novikov and Baum-Connes conjectures

We begin with the Novikov conjecture, since it will make the overall ideas to be
developed later more palatable. Let Γ be a discrete group. Define the action
of Γ on ℓ2(Γ) as αγ(f)(x) = f(γx). Clearly f 7→ αγ(f) can be viewed as an
operator ℓ2(Γ) → ℓ2(Γ). The set of such operators forms an algebra under the
composition law αγ1

αγ2
= αγ1γ2

, this algebra is clearly unital as α1Γ = 1B(ℓ2),
and it is clearly noncommutative unless the group Γ is Abelian. Furthermore,
||αγ(f)||ℓ2 = ||f ||ℓ2 so that the operator αγ is isometric and since it is invertible
as (αγ)

−1 = αγ−1 it is unitary. The integral group ring CΓ clearly embeds in
B(ℓ2(Γ)) as a *-subalgebra with obvious involution and the ℓ2(Γ)-closure of this
*-subalgebra is the reduced algebra Ar(Γ). Next, as already said, the coarsening

of Γ is the universal cover of its classifying space, B̃Γ. The spirit of the results
we are aiming at is that the algebraic K-theory of the noncommutative algebra
defined over Γ is related to the K-homology of the coarsening of Γ. Precisely,

Theorem 49 Let Γ have no torsion. Then

K∗(B̃Γ) = K∗(Ar(Γ))

We now proceed to the coarse Baum-Connes conjecture, which applies to
a locally compact Hausdorff space X. We proceed as in the preceding by first
defining an algebra over X.

Definition 62 An X-module is a Hilbert space HX endowed with a C∗-homomorphism
C0(X)→ B(HX).

Definition 63 An operator T ∈ B(HX) is locally compact if, for any ϕ ∈
C0(X), ϕT and Tϕ are compact.

Definition 64 An operator T ∈ B(HX) is said to have finite propagation if
there exists a constant R > 0 such that whenever

inf{d(x, y) : x ∈ Supp(ϕ), y ∈ Supp(ψ)} > R

we have ϕTψ = 0.



A.4. NONCOMMUTATIVE GEOMETRY 141

Now, we choose as noncommutative algebra the B(HX)-closure of the sub-
algebra of locally compact bounded propagation operators.

On the topological side, we need to define a generalized homology theory.

Definition 65 An operator T ∈ B(HX) is pseudolocal if the commutator [T, ϕ]
is compact whenever ϕ ∈ C0(X).

Pseudolocal operators form and algebra which is denoted as Ψ0(X) and
the locally compact pseudolocal operators form an ideal Ψ−1(X). If we define
B(X) to be the subalgebra of Ψ0(X) of bounded propagation operators, then
Ψ0(X)/Ψ−1(X) = B(X)/A(X). Then the generalized homology, referred to as
K-homology, is defined as

Definition 66

Ki(X) = Ki+1(Ψ
0(X)/Ψ−1(X))

= Ki+1(B(X)/A(X))

The 6 term (long) cyclic exact sequence typical of complex K-theory [93] of
quotient algebras yields the so-called assembly map A : K∗(X) → K∗(A(X)),
as shown in the following diagram:

K0(X)
A→ K0(A(X)) → K0(B(X))

↓ ↓
K1(B(X) ← K1(A(X))

A← K1(X)

If A(X) is commutative then this map is the K-homology/K-theory dual-
ity [14, Sec. 16.3]. The deeper stable homotopical duality between K∗ and K∗
was developed by Adams [2, Part III, p. 204]. Here, a more concrete realization
of the duality is the bilinear pairing K1(X)× Ext(C0(X))→ Z, where Ext fits
within the short exact sequence 0→ C→ Ext→ C0(X)→ 0 where Ext(C0(X))
can be taken to be the definition ofK1(X), and the passage between the 0th and
the 1st groups is done by suspension using Bott periodicity (see [14, 16.3]). The
grand unification of K-homology and K-theory of C∗-algebras is the Kasparov
KK-theory [47], in which the preceding is rewritten as KK(C, A) = K0(A) and
K1(X) = Ext(C0(X)) = Ext(C0(X),C) = KK1(C0(X),C).

Whether the space X survives the coarsening is a matter of whether the
assembly map A : K∗(X)→ K∗(A(X)) is an isomorphism, which is not likely to
occur. However, the so-called coarse assembly map A∞ : K∗(EX)→ K∗(A(X)),
defined by commutativity of the diagram

K∗(X)
A−→ K∗(A(X))

↓
A∞
↗

K∗(EX)

is much more likely to be an isomorphism [76, Prop. 8.1, Conjecture 8.2]. This is
the coarse Baum-Connes conjecture. It turns out that for a space with bounded
fatness of the geodesic triangles, the coarse Baum-Connes conjecture holds [76,
Prop 9.17].
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Theorem 50 For a δ-hyperbolic space X,

Ki(EX) = Ki(A(X))

To sum up, the fine details as to how to coarsen a set of points consistently
with a graph on the given set of points and what space results from this coars-
ening are left out. However, the overall philosophy should be clear at this stage:
Proceed from an adjacency matrix a and construct an algebra A.

The space EX =? resulting from the coarsening can be guessed from the
coarse Baum-Connes conjecture as K∗(EX =?) = K∗(A(X)). But probably
we should not hang on too tight to a concrete geometric realization X =? of
K0(A). Indeed, as beautifully articulated by Blackadar [14, 2.1],

“One of the motivations for developing the theory of noncommu-
tative topology (...) is that in many instances in ordinary topol-
ogy the natural object of study is a “singular space” [like those of
Chap. ??] which cannot be defined and studied in purely topological
terms. ... Although the singular space X may not really exist topo-
logically, there is often a noncommutative C∗-algebra which plays
the role of C0(X) in an appropriate sense.”

Other authors [39, p. 8] prefer to refer to K0(A) as a “virtual” space. In fact,
as we shall see soon, the theory of C∗-dynamical systems completely abandon
any concrete realization of the geometric object on which the system evolutes
and completely relies on the algebra A.

A.4.3 example

To illustrate the above concepts more concretely, we show how a finite set of
n points, x1, ..., xn, can be coarsened into a less trivial geometrical object by
means of a noncommutative algebra associated with a graph G on the n points.
A popular algebra that can be associated with a graph G with adjacency ma-
trix a is the digraph algebra A(G) of the graph G defined as the C∗-algebra
generated by the elementary matrices {eij ∈Mm : aij = 1}; see [74, 4.9,6.7]. In
particular, consider the complete graph on n vertices, Gn. The digraph algebra
A(Gn) in this case is the full algebra Mn, from which it is easily found that
K0(Mn) = Z. Since the C∗-algebra K-group is matched by the topological K-
group K0({point}) = Z, it follows that the complete graph has been coarsened
to a point.

The problem with the digraph algebra is that it is too big an algebra (it
does too much blurring) because of its transitive nature: if x0x1 and x1x2 are
edges then x0x2 is an edge. (Transitivity is precisely what has to be abandoned
to define a “tolerance relation;” see [83] for a modern exposition, although the
concept can be traced to much earlier work [32].)

Here we propose to use the (noncommutative) algebra generated by the
adjacency matrix [55, Sec. 2.3] of the graph. The rationale is as follows: Think
a as acting on ℓ2({x1, ..., xn}). As such, any element aij ̸= 0 blurs the difference
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between xi and xj . Furthermore, it is easily seen that a2 is the “two hop”
adjacency matrix, meaning that any pair of vertices (i, j) such that (a2)ij = 1
can be connected with two edges of the original graph. Again, a2 : ℓ2 → ℓ2

blurs the difference between xi, xj . It appears therefore that we are setting the
stage for another transitivity problem. However, here, a closer look reveals that
transitivity is limited by the fact that in general a has multiple eigenvalues at
0. To be specific, if m is the degree of the minimal polynomial of the adjacency
matrix a, we are blurring only those pairs of points that can be connected by
at most m− 1 edges of the original graph.

Another contentious point is whether the diagonal terms of the adjacency
matrix should be 0’s or 1’s. To understand the correct interpretation of the

diagonal elements, consider the adjacency matrix a =

(
0 1
1 0

)
. The 2-hop

adjacency matrix is a2 = 1, meaning that there is a 2-hop loop on each vertex.
Therefore, in this context, a diagonal element in the adjacency matrix a has to
be interpreted as a single loop on the vertex, not collapsible to a point. For
this reason, we prefer to set the diagonal terms of the adjacency matrix to zero.
Having done so, the only projection in the algebra A is the trivial projection
1, so that K0(A) = Z, so that the two vertices linked by an edge have been
coarsened to a point.

To be yet more specific, we show how a set of 9 points can be coarsened
to a more complicated geometric object via the adjacency matrix of a graph G
on the 9 points. The adjacency matrix acts on ℓ2({1, ..., 9}) and “blurs” two
points linked by an edge of the graph. We consider the adjacency matrix of the
1-skeleton of a torus, as shown in Fig. A.2:

a =



0 1 0 0 1 0 0 1 0
0 0 1 0 0 0 0 1 1
1 0 0 0 1 0 0 0 1
1 1 0 0 0 1 0 0 0
0 0 0 1 0 1 0 1 0
0 1 1 0 0 0 1 0 0
1 0 1 1 0 0 0 0 0
0 0 0 0 0 1 1 0 1
0 0 0 1 1 0 1 0 0


+



0 1 0 0 1 0 0 1 0
0 0 1 0 0 0 0 1 1
1 0 0 0 1 0 0 0 1
1 1 0 0 0 1 0 0 0
0 0 0 1 0 1 0 1 0
0 1 1 0 0 0 1 0 0
1 0 1 1 0 0 0 0 0
0 0 0 0 0 1 1 0 1
0 0 0 1 1 0 1 0 0



′

Observing that the algebra A is subject to the relation a3 = 3a2 + 18a, it is
readily found that the projections are

p1 = −1

6
a+

1

18
a2, p2 = −2

9
a+

1

27
a2, p3 =

1

18
a+

1

54
a2

Next, it is readily verified that p2 + p3 = p1, so that the algebra is generated
by p2, p3. Next, we check whether the set of generators can be further reduced
by embedding the finite projections into the algebra M∞(A) of arbitrarily large
matrices over A and by introducing the equivalence relation p ∼ q iff p = uu∗

and q = u∗u for some u ∈M∞(A). The only such relation is, possibly,

p3 ⊕ p3 ⊕ 0∞ ∼ p2 ⊕ 0∞
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1x 2x 3x

4x

5x

6x 7x

8x 9x

1x

1x 2x 3x 1x

4x

5x

Figure A.2: The graph of the simplicial decomposition of a torus. The thick
edges are those making up the maximal tree T .
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since this is the only way to have the ranks match. To be more specific, if

p2 ⊕ 0∞ =

(
a b 0
0 0 0

)(
a b 0
0 0 0

)∗

; a, b ∈ A (A.1)

then we have to check whether

p3 ⊕ p3 ⊕ 0∞ =

(
a b 0
0 0 0

)∗(
a b 0
0 0 0

)
(A.2)

From (A.1), it would follow that a ⊥ b. From (A.2), it would follow that we
could factor the rank one projection p3 in two different ways, a∗a, b∗b, with
a∗b = 0, which is clearly impossible. Therefore, the relevant projections in
the algebra A are p2, p3. Let V (A) be the commutative monoid generated
by p2, p3 under addition. Since the algebra A is nonunital, the group K0(A)
cannot be computed as the Grothendieck group of V (A) (see [93, Sec. 6.2]).
Let A+ be the algebra resulting from adjoining 1 to A. Clearly, A is an ideal
in A+ and A+/A ≃ C, so that A+ is a unitization of A [93, Sec. 2.1]. Then
K0(A) can be defined from Groth(V (A+)) = K0(A)⊕Z (see [93, Prop. 6.2.2]).
Since Groth(V (A+)) = Z ⊕ Z ⊕ Z, it follows that the C∗-algebra K-group is
K0(X) = Z ⊕ Z. This group matches the topological K-group of the torus,
K0(T2) = Z⊕ Z, and inspiring ourselves from the Swan-Serre theorem, we are
led to the conclusion that the coarsening of the 9 points results in a 2-torus.

Since the degree of the minimal polynomial of a is 3, one might be under the
impression that we are blurring pairs of points linked by 2 hop paths. The reason
why this does not cause too much blurring given the rather coarse triangulation
of T2 is that closer inspection of the graph reveals that any pair of vertices
linked by a 2 hop path is actually linked by an edge of the graph.

Observe that, surprisingly, the above procedure does not blur the set of
points to the mere 1-dimensional object that constitutes the graph. Indeed, if
it were so, we would obtain the following obvious contradiction: Let T be a
maximal tree of G; the maximal tree has 8 edges and the graph G has 27 edges.
It can be shown [63, Chap. 3, Sec. 4] that the natural projection G → G/T
is a homotopy equivalence and that G/T is the wedge of 27 − 8 = 19 circles,
∨19i=1S

1, one circle for every edge of G not in T . From [46, Chap. 10, Prop 3.2],

it would then follow that K̃0(∨19i=1S
1) =

⊕19
i=1 K̃

0(S1), where K̃0 denotes the

reduced K-group. Since K̃0(S1) = 0 [46, Chap. 9, Cor. 5.2], it follows that
the K-group of the graph is, in the complex case, K0(∨19i=1S

1) = Z, too small
compared with the group of projections. A similar conclusion would hold in the
real case. Since KO(S1) = Z mod 2 [46, Chap. 9, Cor. 5.2], we would get some
torsion in KO(∨19i=1S

1).

A.4.4 stabilization and scaling up

In the examples we have worked out, the algebras A did not require stabiliza-
tion. Some algebras–for example, purely infinite simple C∗-algebras–are known
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not to require stabilization [29, Th. 1.4; p. 188]. The algebra of bounded op-
erators on an infinite-dimensional Hilbert space does not require stabilization
either [93, 6.1.4]. However, here, we deal with algebras of operators over the
finite-dimensional space ℓ2({1, ..., n}) and the issue of whether or not these al-
gebras need stabilization remains open. In case stabilization is needed, then the
K-theoretic technique would yield a property not of the graph itself, but of some
“scaled up” version of the graph. In fact, the K-theoretic tool of stabilization
would give a rigorous approach to the concept of scaling. For example, consider
the adjacency matrix of a triangle, homeomorphic to the circle S1,

A =

 0 1 0
0 0 1
1 0 0


If stabilization to M2 is needed, then the scaled up version of the graph would
have adjacency matrix, (

A A
A A

)
and it is readily verified that this is the adjacency matrix of the graph of the
boundary of an octahedron, one of the 4 Platonic solids, which is homeomorphic
to the sphere S2. Therefore, scaling up the circle S1 yields the sphere S2.

A.4.5 other algebras

We note that the Cuntz-Krieger algebra OA, where A is the edge matrix as-
sociated with a directed graph [37], is a popular way to associate an algebra
with a graph, mainly because its K-theory is well understood [14, 10.11.9]. The
connection, if any, with the previous algebra is unclear.

A.4.6 further remarks

The connection between this C∗-algebra technique and the “algebraic surgery”
approach of Section 5 is probably along the lines of “bounded surgery,” a partic-
ular case of “controlled topology,” (see [76, pp. 53-54], [94, Chap. 9]) and some
connections can already be perceived. Namely, both procedures are up to sim-
ple homotopy equivalence on the simplicial complex. Indeed, in this approach
a complete graph is shrunken to a point; in surgery theory, one would say that
a complete graph is simply homotopically equivalent to a point. It is as yet
unclear where, if anywhere, the Poincaré complex property would be involved.
Note, however, that the complex of the torus example is a Poincaré complex!
Specific Research Question: As discussed earlier, the existence of a finite δ
in an infinite graph simplifies geodesic computation. Of course, the only infi-
nite graphs that can be considered in this engineering context are those infinite
graphs obtained from a finite graph pattern by a “scaling” operation [74, Exam-
ple 2.1]. (This scaling operation is probably the only rigorous way to formulate
the intuitively motivated idea of repeating at infinitum a graph pattern to work
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on an infinite graph to avoid some boundary problems.) The question we would
like to address is whether some C∗-algebras of infinite graphs [37] would reveal
through their K-theory the existence of a finite δ. As far as we know, this is an
widely open problem.
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Chapter 13

large scale metric
hyperbolic geometry

In this chapter, we pursue the investigation of coarse metric hyperbolic geome-
try, with the difference now that the coarseness stems from the large scale point
of view of the geometry.

13.1 Various definitions of large scale negatively
curved spaces

In classical Riemannian geometry, “hyperbolic” or “negative sectional curva-
ture” is a well-defined concept and it endows the space with well-behaved
geodesics. The geodesic are robust in the sense that a small perturbation of
the end points results in a small perturbation of the geodesic arc. This is a
corollary of the Jacobi field concept [50, Section 2.1]. In contrast, a positively
curved space, e.g., a sphere, does not have well behaved geodesics; think, for
example, of the geodesic joining the South pole of a sphere to a point drifting
around the North pole!

Inspiring ourselves from Riemannian geometry, the question arises as to
whether in, say, a communication network the geodesics would be not too sen-
sitive to perturbation of the end points. One would be tempted to say that this
might be the case if the graph is “hyperbolic.” The problem is that in classical
Riemannian geometry, sectional curvature is a differential concept and a graph
is certainly not a differential object! The approach–due to Cartan, Alexandrov,
Rauch, and Toponogov [52, Sec. 3.2]–is to single out a property of a hyperbolic
manifold that can be reformulated solely in terms of the distance function and
geodesic.

151
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13.1.1 fatness

One such property is the bounded fatness of the geodesic triangles. In any
metric space, the fatness of a geodesic triangle △ABC is defined as

δF (△ABC) = inf

d(X,Y ) + d(Y, Z) + d(Z,X) :
x ∈ [BC]
y ∈ [AC]
z ∈ [AB]

 (13.1)

The remarkable feature [76, pp. 84-85] in a Riemannian manifold of negative
sectional curvature is that, no matter how big a triangle is, its fatness remains
bounded by a constant depending only on the curvature. Before proving this
result we need two lemmas. We first prove that the area of a Euclidean circle
is smaller than the area of a hyperbolic circle; precisely,

Lemma 12 Let CR denote a circle of radius R in either Euclidean or hyperbolic
space with sectional curvature bounded from above as κ ≤ κm < 0. Then∫ ∫

Cr

dSE ≤
∫ ∫

Cr

dSH

where dSE , dSH denote the Euclidean, hyperbolic, resp., surface elements.

Proof. Consider in hyperbolic space two infinitesimally close geodesic rays of
length R emanating from the center O of the circle CR with a gap angle dθ.
By the Jacobi field, the hyperbolic surface element between the two rays and
between distances r and r + dr is

dSH =
1√
−κ(r, θ)

sinh
(
r
√
−κ(r, θ)

)
drdθ

Therefore,∫ ∫
CR

dSH =

∫ 2π

0

∫ R

0

1√
−κ(r, θ)

sinh
(
r
√
−κ(r, θ)

)
drdθ

≥ 2π√
−κm

∫ R

0

sinh
(
r
√
−κm

)
dr

=
2π

κm

(
cosh

(
R
√
−κm

)
− 1
)

= πR2 +
2π

−κm

( ∞∑
k=2

R2k(−κm)2k

(2k)!

)

≥
∫ ∫

CR

dSE

�
Before proceeding further, we take a very short pause to observe the following
corollary:
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Corollary 11 Under the same conditions as the above, and if the sectional
curvature κ is constant,∫ ∫

CH

dSH =
4π

−κ

(
sinh

(
R
√
−κ
2

))2

Proof. Just work out exactly the first integral of the preceding (see also [44]).
�

Next, we need a bound on the area of a hyperbolic geodesic triangle:

Lemma 13 In a hyperbolic space with sectional curvature bounded from above
as κ ≤ κm < 0, we have ∫ ∫

△ABC

dSH ≤
π

(−κm)

Proof. The proof follows from the curvature bound together with the Gauss-
Bonnet theorem,

κm

∫ ∫
△ABC

dS ≥
∫ ∫

△ABC

κdS = −π + (α+ β + γ) ≥ −π

�
Now, we can formulate the key theorem:

Theorem 51 Let M be a Riemannian manifold of sectional curvature bounded
from above as κ ≤ κm < 0. Then

δF = sup{δF (△ABC) : A,B,C,∈M} <
6√
−κ

(13.2)

Proof. Let r be the radius of the circle inscribed to the triangle △ABC.
Clearly,

δF (△ABC) ≤ 6r

Furthermore, combining Lemmas 12 and 13, it follows that

πr2 ≤ π

−κm
Therefore,

r ≤ 1√
−κm

(13.3)

and

δF (△ABC) ≤
6√
−κm

as claimed. �
Here we are at the crucial point. The classical Riemannian concept of

negative sectional curvature has been reformulated in terms of distance and
geodesics. As such it can be extended to the concept of geodesic space, in par-
ticular to graphs. Therefore, we will say that a graph is δF -negatively curved
if the above holds. We could go one step further and say that a graph has
curvature bounded above by κ < 0 if δF < 6√

−κ
.
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13.1.2 slimness

There are many of alternative characterizations of negative curvature in terms of
distance and geodesics, although not all of them are uniformly equivalent. One
such characterization we will make ample use in this text is that of slimness
of a geodesic triangle, which is defined as the least δ such that every edge is
contained within the union of the δ neighborhoods of the other edges; formally,

δS(△ABC) = inf

δ : [AB] ⊆ N[AC](δ) ∪N[CB](δ)
[BC] ⊆ N[BA](δ) ∪N[AC](δ)
[CA] ⊆ N[CB](δ) ∪N[BA](δ)


The slimness of the geodesic triangles in a negative curvature space is the fol-
lowing property:

Theorem 52 In a Riemannian manifold with its sectional curvature bounded
from above as κ ≤ κm < 0 the slimness of the geodesic triangles is bounded as

δS = sup{δS(△ABC) : A,B,C ∈M} <
2√
−κ

(13.4)

Proof. Let r be the radius of the circle inscribed to the geodesic triangle
△ABC. Clearly, δS(△ABC) < 2r. This together with Equation 13.3 yields the
result. �

It can be shown that δF < ∞ ⇔ δS < ∞. However, bounds are harder to
come by. The reason why some bounds are needed is that most of our results
pertaining to good behavior of the geodesics on communication graphs involve
δS , while computationally we found that δF is easier to come by (see 13.6).
From (13.2),(13.4), we would be tempted to assert that δF = 3δS , which appears
to be confirmed by numerical exploration. However, exact bounds are harder to
come by. The way to go about the problem is to use the radius r of the circle
inscribed to the triangle (Gromov [40, p. 162] rather speaks of the inscribed
triangle), from which it follows that r < δS < 2r and 2r < δF < 6r, and finally
1 < δF δ

−1
S < 6. (See also [40, Sec. 6.5, 6.6] for similar bounds.)

13.1.3 thinness

Yet another approach is the “thinness” δT of a geodesic triangle, in which a
geodesic triangle is viewed as a δT -fattened version of a tripod (see [40, Sec.
6.3] for detail).

Besides fatness, slimness, and thinness of geodesic triangles, we mention the
approach of Alexandrov [50, Sec. 2.3] and Buseman [50, Sec. 2.2]. The approach
of Alexandrov relies on the distance between a point and a parameterized point
on a geodesic arc.

As an illustration, consider Figure 13.1, showing the ISP graph. Each node
is an Internet Service Provider (ISP), that is, a cluster of hosts and servers,
managed by the same organization, with nearly matching Internet Protocol (IP)
addresses. This set of nodes is a slight clustering of the Autonomous Systems
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A

B

C

Figure 13.1: The ISP graph consisting of a highly connective core and long
tendrils. Observe that the geodesic triangle △ABC is “slim.”

(AS’s), because one single ISP can manage several AS’s, although this is not
typical. Two ISP’s are linked if one is the next-hop of the other in the Border
Gateway Protocol (BGP). Each link is assigned a weight equal to the number of
paths observed between the two ISP’s by a traceroute-like routine. The weight of
a link is color coded; light gray represents low weight while dark black represents
high weight. High degree nodes are at the center while low degree nodes are at
the periphery. This figure clearly illustrates the “core-concentric” property of
the ISP graph. Further, the CAIDA project revealed that many other graphs,
like the Autonomous Systems graphs, enjoy the same property. As with any
graph consisting of a highly connective core and long tendrils, the geodesic lines
joining three points A,B,C at the ends of the tendrils are forced to transit via
the highly connective core, contributing to the slimness of the geodesic triangle
ABC.

It should be stressed that core-concentricity is not the only property through
which a graph could become hyperbolic. The popular heavy tail graphs [10],
which can be thought of as consisting of many “cores,” do show negatively
curved properties (see Sec. 15). Yet the hyperbolic property is even more subtle,
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because there are graphs that have constant degree, and as such they constitute
the opposite concept of “heavy tail,” yet they are hyperbolic. The classical
example is the Cayley graph of the presentation ⟨g1, g2, ..., gn|R1, R2, ..., Rp⟩ of
a group by generators and relators. The Cayley graph of the presentation is
rooted at 1, with branches corresponding to right multiplication by gi, g

−1
j . The

distance between two words d(w1, w2) is the minimum number of generators
gi, g

−1
j needed to construct w−1

1 w2. It is easily seen that this distance is sym-
metric and that the Cayley graph is a geodesic space (see Section 18.5 for detail).
It is also easily seen that all nodes have degree 2n−1, except 1 which has degree
2n. Yet, despite this constancy of the degree, the Cayley graph is hyperbolic
with probability one [40, p. 78]. The intuition behind this is that, if it weren’t
for the relators, the Cayley graph would be a tree; however, the tree structure
is destroyed by the relators Ri which create loops; nevertheless, because of the
finite number of relators and their finite lengths, the loops are “small” compared
with the infinite diameter of the graph, so that from far away the graph looks
like a tree and is hence hyperbolic.

13.1.4 4 point inequality, 4 point condition, and Ptolemaic
inequality

The large scale negative curvature concepts proposed thus far involve three
points, the three vertices of a triangle, and the geodesics joining them. A
different but equivalent concept involves 4 points, but does not require the
computation of the geodesics joining them. As such, this concept applies to
metric spaces that need not be geodesic.

Assume we are given four points a, b, c, d in a metric space. It is instructive,
but not necessary, to consider the 4 points as embedded in a geodesic space, in
which case the four points can be visualized as the vertices of a quadrilateral.
To simplify the notation, define,

x = d(a, b), y = d(c, d)

z = d(a, c), w = d(b, d)

u = d(a, d), v = d(b, c)

If the metric space is geodesic, ([ab], [cd]), ([ac], [b, d]), ([ad], [bc]) are pairs of
opposite diagonals of the quadrilateral �abcd and ((x, y), (z, w), (u, v)) are pairs
of lengths of opposite diagonals. This quadruple of points is said to satisfy the
4 point inequality if

u+ v ≤ max{x+ y, z + w}
z + w ≤ max{x+ y, u+ v}
x+ y ≤ max{u+ v, z + w}

Observe that the last two inequalities are obtained from the first one by per-
mutation of pairs of opposite diagonals. If we define S ≤ M ≤ L to be the
smallest, medium, and largest, resp., sums of distances between end points of
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opposite diagonals, this condition is equivalent to M = L. It is easily seen that
such a condition cannot hold in Euclidean space. Indeed, as a counterexample,
take �abcd to be a “fat” rectangle in E3. In fact, as we shall see soon, the 4
point inequality is a (δ = 0)-hyperbolic condition.

A closely related condition is the so-called Ptolemaic inequality:

uv ≤ xy + zw

zw ≤ xy + uv

xy ≤ uv + zw

Again, observe that the last two inequalities are obtained from the first one by
permutation of ((x, y), (z, w), (u, v)). If, without loss of generality, we assume
that uv ≥ xy ≥ zw, the last two inequalities are automatically satisfied, so that
only the first one is relevant. The following is easily proved:

Theorem 53 If four points a, b, c, d are isometrically embeddable in Euclidean
space E3, then they satisfy the Ptolemaic inequality.

Proof. The proof follows from the identity

det


0 x2 z2 u2

x2 0 v2 w2

z2 v2 0 y2

u2 w2 y2 0

 =

−(xy + zw − uv)(xy − zw + uv)(−xy + zw + uv)(xy + zw + uv)

From the Cayley-Menger determinant theory, if the four points are isometrically
E3 embeddable, then the left hand side is negative. Hence the product of the first
3 factors of the right hand side must be positive. But under the (nonrestrictive)
condition uv ≥ xy ≥ zw, the second and third factors are positive, so that the
first factor is positive as well, that is, the Ptolemaic inequality holds. �

Observe that the converse is not true; a quadruple of points satisfying the
Ptolemaic inequality need not be E3 embeddable. As a counterexample, it
suffices to consider u = 2, v = x = y = z = w = 1.

In fact, the Ptolemaic inequality also holds in the Poincaré disk model.
Therefore, the Ptolemaic inequality is indicative of nonpositive curvature.

The connection between the 4 point inequality and the Ptolemaic inequality
is more subtle1 and will not be pursued any further here.

The four point inequality is meant to be a condition that should hold at
all scales. For it to be a meaningful large scale condition, Gromov relaxed
L−M = 0 to L−M ≤ 2δG, to hold for all quadruples of points, but for some
finite δG.

The finite fatness and the Gromov 4 point conditions are equivalent, except
that the former does not require geodesics, and as such has some computational
advantages. The only problem is that the Gromov 4 point condition is by far
less geometrically intuitive than the fatness condition.

1In [30], it is asserted that the 4 points inequality implies the Ptolemaic inequality, but
this is obviously wrong as shown by the following counterexample: u = v = 1.1, z = w = 1,
x = 2.5, and y = 0.05.
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13.2 quasi-isometries

In general, a geometry has its “isometries.” The isometries of Euclidean geome-
try are orthogonal matrices; the isometries of symplectic geometry are symplec-
tic matrices; etc. In a geometry like that defined in Chapter A, in which spaces
are defined up to coarse equivalence, we need a concept of isometry up to some
tolerances.

Definition 67 A (λ, ϵ) quasi-isometric embedding is a (not necessarily contin-
uous) function f : X → Y such that such that

1

λ
dX(x, x′)− ϵ ≤ dY (f(x), f(x′)) ≤ λdX(x, x′) + ϵ (13.5)

f is said to be a quasi-isometry if, in addition, there exists a c > 0 such that

sup{dY (y, f(X)) : y ∈ Y } ≤ c (13.6)

In the latter case, the two metric spaces (X, dX), (Y, dY ) are said to be quasi-
isometric.

Observe that the second inequality of (13.5) implies that f has bounded
expansiveness, whereas the first inequality guarantees metric properness, so that
a quasi-isometric embedding is a coarse map.

For ϵ = 0, the quasi-isometric embedding f becomes continuous. More
specifically, the right-hand side of (13.5) means that the dilation of f is bounded

as dil(f) := supx,x′
d(f(x),f(x′))

d(x,x′) ≤ λ, that is, f is Lipschitz (see [41, Sec. 1.1]).

If in addition f is homeomorphic, then the left-hand side of (13.5) means that
dil(f−1) ≤ λ, which along with dil(f) ≤ λ means that f is bi-Lipschitz (see [23,
Sec. 7.2]). If f is not homeomorphic, then the left-hand side of (13.5) implies
that 1

λd(u, u
′) ≤ d(y, y′), ∀u ∈ f−1(y), ∀u′ ∈ f−1(y′). The latter in turn implies

that codil(f) = supy,y′
dH(f−1(y),f−1(y′))

d(y,y′) ≤ λ, which means that f is co-Lipschitz

with codilation bounded by λ (see [41, p. 24]).

Theorem 54 A (λ, ϵ) quasi-isometric embedding f is a quasi-isometry iff there
exists a quasi-inverse, that is, a (λ′, ϵ′) quasi-isometric embedding 2

f† : Y → X

such that

d(ff†(y), y) < cy, ∀y ∈ Y ; d(f†f(x), x) < cx, ∀x ∈ X (13.7)

Furthermore, the quasi-inverse is a quasi-isometry.

2There is discrepancy in the literature as to whether the quasi-inverse should be defined as
a quasi-isometric embedding or a quasi-isometry; compare [21, I.8.16(1)] and [52, Definition
3.33]. Here, we adopt the weaker definition, since the stronger property of quasi-isometry is
implied by (13.7).
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Proof. First, assuming that f has a quasi-inverse f†, we have by definition
d(ff†(y), y) < cy. It follows that ∀y ∈ Y , ∃y∗ ∈ ff†(Y ) ⊆ f(X) such that
d(y, y∗) < c. This in turn implies that d(y, f(X)) < cy. Hence (13.6).

Conversely, assuming that d(y, f(X)) < c, ∀y ∈ Y , the quasi-inverse is
constructed as follows: Define p(y) to be the point of f(X) closest to y; clearly,
d(y, p(y)) < c. Then, invoking the Axiom of Choice, f†(y) is chosen anywhere
in f−1(p(y)). It is because f† need not be continuous that we have this freedom.
It remains to show that f† is indeed a quasi-inverse. First, setting f(x) = y, we
get

d(f†f(x), x) = d(f†(y), x) ≤ diam(f−1(y)) (13.8)

Clearly, because the quasi-isometry f is a coarse map, the pre-image of a
bounded set is bounded and therefore f−1(y) is bounded. It remains to show
that f−1(y) is uniformly bounded. Assuming it is not. Then, one would be able
to find a sequence {yk} such that diam(f−1(yk))→∞ as k →∞ and one would
further be able to pick two points xk, x

′
k ∈ f−1(y) such that d(xk, x

′
k) → ∞.

This clearly would be a contradiction to the quasi-isometric property of f ,

1

λ
d(xk, x

′
k)− ϵ ≤ d(f(xk), f(x′k)) = d(y, y) = 0

Let cx := sup diam(f−1(y)). The latter along with( 13.8) yields d(f†f(x), x) <
cx, ∀x ∈ X. Next, we have

d(ff†(y), y) ≤ d(ff†(y), p(y)) + d(y, p(y))

= d(ff†(p(y)), p(y)) + d(y, p(y))

= d(y, p(y)) < c

It remains to show that f† is a quasi-isometry. From the quasi-isometric prop-
erty of f , we get

d(x, x′) ≤ λd(f(x), f(x′)) + ϵλ

Now, if x, x′ are meant to be f†(y), f†(y′), respectively, then f(x) = p(y) and
f(x′) = p(y′) and the quasi-isometry property yields

d(f†(y), f†(y′)) ≤ λd(p(y), p(y′)) + ϵλ

≤ λd(y, y′) + λd(y, p(y)) + λd(y′, p(y′)) + ϵλ

≤ λd(y, y′) + 2λc+ ϵλ

To prove the other inequality for f†, we proceed from the other inequality of
the quasi-isometric property of f ,

d(f(x), f(x′)) ≤ λd(x, x′) + ϵ

As before, we set f(x) = p(y), f(x′) = p(y′), x = f†(y), x′ = f†(y′). Next,
observe that d(y, y′) ≤ d(p(y), p(y′)) + d(y, p(y)) + d(y′, p(y′)) implies that
d(p(y), p(y′) ≥ d(y, y′)− 2c. Hence we get

1

λ
d(y, y′)− 2c+ ϵ

λ
≤ d(f†(y), f†(y′))
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It follows that f† is a (λ′, ϵ′) quasi-isometric embedding for λ′ = λ and ϵ′ =
λ(2c+ ϵ). Finally, to prove that f† is a quasi-isometry, it remains to prove that
every point of X is within a bounded distance from the image of f†, which is
trivial from d(f†f(x), x) < cx. �

Observe that the quasi-inverse is a coarse inverse in the sense of A.1.
To understand the difference between the concepts of quasi-isometric em-

bedding and quasi-isometry, observe that the inclusion N× Z→ R2 is a quasi-
isometric embedding, but not a quasi-isometry, whereas Z2 → R2 is a quasi-
isometry.

It is easily seen that the lattice Z2 is quasi-isometric to the plane R2, the
intuition behind it being that if one looks at the lattice Z2 from far away, it
appears as R2. In other words, R2 is a “blurring” of Z2. Conversely, Z2 is a
“coarsening” of R2.

Beyond this trivial example, it is amazing that some geometry can be done at
all up to quasi-isometries. Probably the most spectacular example comes from
group theory (see Chapter 18). Let ⟨g1, ..., gr|R1, ..., Rm⟩ be a presentation of a
group Γ by generators and relators (see Section 18.1). The Cayley graph of this
presentation is the graph rooted at the identity element 1, with branches cor-
responding to right multiplication by gi, g

−1
j . The distance between two words

d(w1, w2) is the minimum number of generators gi, g
−1
j needed to construct

w−1
1 w2. It is easily seen that this distance is symmetric and that the Cayley

graph is a geodesic space (see Section 18.5 for detail). Let ⟨g′1, ..., g′r|R′
1, ..., R

′
m⟩

be another presentation of the same group. It turns out that the Caley graphs
of the two presentations of the same group are quasi-isometric.

Another popular result is that the fundamental group of a manifold is quasi-
isometric to its covering space.

Among the concepts associated with a geometry up to quasi-isometry is the
concept of quasi-geodesic.

Definition 68 A (λ, ϵ) quasi-geodesic in a metric space (X, d) is a (λ, ϵ) quasi-
isometric embedding

γ̃ : [0, ℓ̃] → X

t 7→ γ̃(t)

that is, a function γ̃ such that

1

λ
|t− t′| − ϵ ≤ d(γ̃(t), γ̃(t′)) ≤ λ|t− t′|+ ϵ

Observe that, while the parameter t of the quasi-geodesic was not specified to
be the arc length, it is nevertheless closely related to the arc length. Indeed,
from the definitions of quasi-geodesic and arc length,

1

λ
|t2 − t1| − ϵ ≤ d(γ̃(t1), γ̃(t2)) ≤ ℓ(γ̃([t1, t2]))

from which it follows that the parameter is related to the arc length as

|t2 − t1| ≤ λ(ℓ(γ̃([t1, t2])) + ϵ)
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When ϵ = 0, there is an even tighter relationship between the parameter and
the arc length. Indeed, from the definition of the quasi-geodesic, we get

1

λ
dt ≤ dγ̃ ≤ λdt, (13.9)

which upon integration yields the relationship:

1

λ
|t2 − t1| ≤ ℓ(γ̃([t1, t2])) ≤ λ|t2 − t1|

It is sometimes convenient to refer a quasi-geodesic to the geodesic with the
same end points. Let d(γ̃(0), γ̃(ℓ̃)) = ℓ and let γ be the geodesic from γ̃(0) to
γ̃(ℓ̃). Set s = tℓ

ℓ̃
, λ̄ = λℓ

ℓ̃
, and reparameterize the quasi-geodesic in terms of the

arc length s on the geodesic, that is, γ̄(s) = γ̃( sℓ̃ℓ ). Then the quasi-geodesic can
be rewritten

1

λ̄
d(γ(s1), γ(s2))− ϵ ≤ d(γ̄(s1), γ̄(s2)) ≤ λ̄d(γ(s1), γ(s2)) + ϵ

In Engineering, we would certainly trade a geodesic for a quasi-geodesic.
The only problem is whether a quasi-geodesic is guaranteed to be close to the
geodesic. This is the case of the geodesic space is hyperbolic.

13.3 geodesics versus quasi-geodesics

A crucial feature in hyperbolic space is that quasi-geodesics remain close to
geodesics. To acquire a good feeling for this phenomenon, we first consider the
Riemannian geometry case.

13.3.1 Riemannian viewpoint

Let γ : [0, ℓ] → M be a geodesic and let γ̃ : [0, ℓ] → M be a smooth λ quasi-
geodesic with the same end points, viz., γ(0) = γ̃(0), γ(ℓ) = γ̃(ℓ). The geodesic
is parameterized by its arc length s as usual; however, the quasi-geodesic cannot,
in general, be so parameterized, for the obvious reason that its length will not,
in general, be equal to ℓ.

If we are interested in how far the quasi-geodesic can depart from the
geodesic, that is, sup{d(γ̃(t), γ) : t ∈ [0, ℓ]}, then it is convenient to assume that
the quasi-geodesic is parameterized as follows: Define the projection p : γ̃ → γ
such that, for x̃ ∈ γ̃, the geodesic [x̃, p(x̃)] is orthogonal to γ. In other words,
p(x̃) is the point on γ closest to x̃ ∈ γ̃. Therefore, the convenient parameteriza-
tion of the quasi-geodesic is defined as follows:

γ̃−1 : γ̃ → [0, ℓ]

x̃ 7→ γ−1(p(x̃))

By the same token, it is assumed that λ is the quasi-geodesic tolerance for
this particular parameterization. Let D(s) := d(γ̃(s), γ) = d(γ̃(s), γ(s)). Let
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[γ̃(s1), γ(s1)] and [γ̃(s2), γ(s2)] be two arbitrarily close geodesics; precisely, s2−
s1 = ds. Let q be the projection of γ̃(s1) on [γ̃(s2), γ(s2)]. Take [γ̃(s2), γ(s2)] to
be the nominal geodesic and consider the Jacobi field orthogonal to it, as done
in Section 8.8. Clearly, [γ̃(s1), q] is in the Jacobi field. Since the geodesics are
parameterized by the arc length, it follows that d(γ̃(s1), γ(s1)) = d(q, γ(s2)).
By the Jacobi field theory,

d(γ̃(s1), q) = (s2 − s1) cosh(
√
−Kd(γ(s2), q))

and for s2 − s1 = ds, we get

d(γ̃(s1), q) = ds cosh(
√
−KD(s))

The above, together with the obvious fact that

d(γ̃(s1), γ̃(s2) ≥ d(γ̃(s1), q)

and the quasi-geodesic property

λds ≥ d(γ̃(s1), γ̃(s2)

yields
λ ≥ cosh(

√
−KD(s))

This above yields the bound

sup{d(γ̃(t), γ) : t ∈ [0, ℓ]} = sup{D(s) : s ∈ [0, ℓ]} = 1√
−κ

cosh−1 λ ≈ 1√
−κ

loge 2λ

(13.10)
In fact, we can be somewhat more accurate than the above analysis. We

first need a couple of technical lemmas.

Lemma 14 Let △ABC be a right-angled geodesic triangle with angles α = π
2 ,

β, γ and opposite edges a, b, c, respectively, in a negatively curved Riemannian
manifold. Then, up to the second order, c2 = a2 + b2.

Proof. The hyperbolic Pythagoras theorem [11, Th. 7.11.1] says that cosh c =
cosh a cosh b, which up to the second order yields the result. �

Lemma 15 Let γ̃ be a smooth quasi-geodesic. Then γ̃([s1, s2])→ [γ̃(s1), γ̃(s2)]
as s2 ↓ s1.

Proof. Let sk2 , k ∈ N be a sequence decreasing to s1 as k → ∞. Draw the
geodesics [γ̃(s1), γ̃(s

k
2)] and consider the situation in the tangent space via the

reverse exponential map exp−1
γ̃(s1)

. In the tangent space, exp−1
γ̃(s1)

([γ̃(s1), γ̃(s
k
2)]),

k ∈ N is a pencil of lines, all passing through γ̃(s1), with the projection of the
quasi-geodesic passing through exp−1

γ̃(s1)
(γ̃(sk2)) for k ∈ N. The smoothness of

the (projection of the) quasi-geodesic yields the result in the tangent space, and
the continuity of the exponential map yields the result on the manifold. �
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Figure 13.2: Envelope of all distance plots between λ quasi-geodesics and a
nominal geodesic of length 20. The curvature is adjusted so that the solution
reaches the bound, resulting in a continuously differentiable curve.

Application of the preceding two lemmas, along with the quasi-geodesic prop-
erty, yields

d2(γ̃(s1), γ̃(s2)) = ds2
(
cosh2(

√
−κD(s)) + (D′(s))2

)
≤ λ2ds2

Therefore, the λ quasi-geodesic that departs with a maximum speed from the
geodesic is given by the differential equation

(D′(s))2 = λ2 − cosh2
(√
−κD(s)

)
, (13.11)

subject to the mixed boundary condition

D(0) = D(ℓ) = 0

and
λ2 − cosh2

(√
−κD(s)

)
≥ 0

From the latter, the bound (13.10) is easily rederived.
Figures 13.2 and 13.3 show the results of two simulation runs of Equa-

tion (13.11). In the first case, the quasi-geodesic reaches the bound (13.10)
and remains at that constant distance away from the geodesic, while in the
second case, the quasi-geodesic does not reach its bound.

Now, we can basically redo the above with the objective of bounding by how
much the geodesic departs from the quasi-geodesic, viz., sup{d(γ(s), γ̃) : s ∈ γ}.
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Figure 13.3: Envelope of all distance plots between λ quasi-geodesics and a
nominal geodesic of length 20. The curvature is adjusted so that the solution
does not reach the bound, resulting in a nondifferentiable curve.

It is necessary, however, to reparameterize the quasi-geodesic differently. Take
x̃ ∈ γ̃, draw the geodesic passing through x̃ and orthogonal to γ̃, until the latter
geodesic intersects γ at the point r(x̃). Define the new parameterization of γ̃ as

γ̄−1 : γ̃ → [0, ℓ]

x̃ 7→ γ−1(r(x̃))

Relative to this new parameterization, γ̄ is still a quasi-geodesic, but with a
tolerance of λ̄, in general different from λ. Let D̄(s) = d(γ̄(s), γ(s)). Using
essentially the same Jacobi field argument as in the preceding case, we derive,
in the infinitesimal case s2 − s1 = ds,

d(γ(s1), γ(s2)) ≥ d(γ̄(s1), γ̄(s2)) cosh(
√
−KD̄(s))

Now if we consider the λ̄ quasi-geodesic property,

1

λ̄
d(γ(s1), γ(s2)) ≤ d(γ̄(s1), γ̄(s2))

in the differential case, viz.,
1

λ̄
ds ≤ dγ̄

the Jacobi field argument yields

λ̄ ≥ cosh(
√
−KD̄(s))
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and finally,

D̄ ≤ 1√
−K

cosh−1 λ̄

that is, the same bound as the previous one, except that λ is replaced with λ̄.

Still as in the preceding case, observe that, as a consequence of the Pythagorean
theorem,

d2(γ(s1), γ(s2)) = ds̄2
(
cosh2(

√
−κD(s̄)) + (D′(s̄))2

)
≤ λ2ds̄2

where ds̄ is the arc length on the quasi-geodesic and D′ is the derivative rel-
ative to s̄. From the above, the quasi-geodesic such that the geodesic departs
at maximum speed from the quasi-geodesic is easily found and the bound is
recovered.

It remains to find some bound for λ̄. Clearly, γ̃(s) and γ̄(s) are on the
same quasi-geodesic, but in general at different points. In view of (13.9), 1

λs ≤
ℓ(γ̃([0, s])) ≤ λs and 1

λ̄
s ≤ ℓ(γ̄([0, s])) ≤ λs. Assume first that γ̄(s) is between

γ(0) and γ̃(s). Then it follows that the length of the arc γ̄(s), γ̃(s) is bounded

by
(
λ− 1

λ̄

)
s, so that |d(γ̄−γ̃)|

ds = λ− 1
λ̄
. Then∣∣∣∣dγ̄ds

∣∣∣∣ ≤ ∣∣∣∣dγ̃ds
∣∣∣∣+ ∣∣∣∣d(γ̄ − γ̃)ds

∣∣∣∣ ≤ λ+

∣∣∣∣λ− 1

λ̄

∣∣∣∣ = λ̄

It follows that

λ̄ = λ+
√
λ2 − 1

Now, assume that γ̄(s) is between γ̃(s) and γ(ℓ). In this case, the length of the
arc γ̃(s), γ̄(s) is bounded by

(
λ̄− 1

λ

)
s and∣∣∣∣dγ̃ds

∣∣∣∣ ≤ ∣∣∣∣dγ̄ds
∣∣∣∣+ ∣∣∣∣d(γ̃ − γ̄)ds

∣∣∣∣ ≤ λ̄+

∣∣∣∣λ̄− 1

λ

∣∣∣∣ = λ

and it follows that

λ̄ =
λ2 + 1

2λ

Now, we combine all cases to get the Hausdorff distance between γ and γ̃.
Define

λm = max{λ, λ+
√
λ2 − 1,

λ2 + 1

2λ
}

Then the Hausdorff distance between the geodesic and the λ quasi-geodesic is
bounded as

dH(γ, γ̃) ≤ 1√
−K

cosh−1 λm
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Figure 13.4: Gromov’s bound versus refined bound.

13.3.2 metric viewpoint

We now look at tight bounds in arbitrary geodesic spaces. Using the material
of [21], it can be shown that a bound is given by

Dmax = D0(λ
2 + 1) +

λ

2
(2λ2 + 3)

where D0 is the maximum solution to

D0 ≤ δS log2

(
1

δS

(
D0

(
6λ2 + 2

)
+ λ

(
2λ2 + 3

)))
+
δS
2

Using some equation solver, this bound is easily computed and compared with
the traditional Gromov bound in Figure 13.4, showing a substantial improve-
ment by more careful analysis of the bounds.

13.4 k-local versus quasi-geodesics

An important concept in geodesic spaces is that of a k-local geodesic, defined
to be a continuous map a : [0, l] → X such that the restriction a|[t1,t2] is an

isometry for |t2 − t1| < k. Is a k-local geodesic a geodesic? As we will see soon,
we conjecture that the answer is “yes,” in some hyperbolic spaces.

An interesting fact in δ negatively curved spaces is that k-local geodesics,
quasi-geodesics, and k-local quasi-geodesics are “close” to geodesics. This offers
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the possibility of computing geodesics by piecing together k-local geodesics, but
some caution needs to be exercised before that statement can be made rigorous...
Specifically, a k-local, k > 8δS , geodesic is a (λ, ϵ) quasi-geodesic for λ = k+4δS

k−4δS
and ϵ = 2δS (see [21, Th. III.1.13]). Next, there exists a universal tolerance
constant r(δ, λ, ϵ) such that if γ is a geodesic and γ̃ a (λ, ϵ) quasi-geodesic with
the same end points, we have dH(γ̃([0, 1]), γ([0, 1])) < r(δ, λ, ϵ) (see [21, Th.
III.1.7]). Combining the above two results, it follows that, if γ, γ̃k are the
geodesic and a k-local geodesic, respectively, we have

dH(γ̃k, γ) < r(δ,
k + 4δS
k − 4δS

, 2δS)

Here, we see the problem–even if we take k →∞, we get dH(γ̃k, γ) < r(δ, 1, 2δ) ̸=
0, so that we cannot guarantee that the k-local geodesic has been forced to be
a geodesic. This observation is symptomatic of the general fact that, even if
we take k arbitrarily large, the k-local geodesic cannot in general be forced to
a geodesic, as shown by the following counterexample 3: Consider two copies
La, Lb of the real line, parallel to each other at a unit distance and such that any
common perpendicular crosses the two lines at the same real number. Let the
vertices be the integers, denoted as ak, b

k, k ∈ Z, on La, Lb, respectively. Draw
the edges [ak, bk], k ∈ Z. Clearly, this “bi-infinite ladder” is Gromov hyperbolic
for some finite δ, because it is quasi-isometric to the real line. Clearly, the path
a0b0b1...bkak is a k-local geodesic, but not a geodesic since its length is k + 2,
and the same fact remains true as k →∞.

The impact of this “local-to-global” property on the routing problem is un-
clear, but it is probably to be found along the following lines: Each router s
would keep a dictionary of the k-local geodesic rooted at s and the routing
would consist in piecing them together. Occasionally, this tree would have to
be updated in case of link failure, etc., but this creates the inescapable problem
of figuring out how robust δS is against minor topology changes.

13.5 density of quasi-geodesics

For reliability purposes, it would be interesting to have a great many quasi-
geodesics with costs within a small bound away from the geodesic cost. The
number of quasi-geodesics is quantified by their distances to the geodesic, argu-
ing that if they go far away there is plenty of space to pack them. This distance
is normalized by the length of the λ quasi-geodesic, bounded as λℓ(γ) (see [40,
Sec. 7.2, Prop 7.2.A]). For a differentiable hyperbolic structure, we could define
the “differential density of quasi-geodesics per unit geodesic length” as

∂dH(γ, γ̃)

∂λ
=

100δS log2 e

λ

3This counterexample was brought to our attention by Prof. Misha Kapovich, University
of Utah.
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while, for discrete hyperbolic structures, the “average density of quasi-geodesics
per unit geodesic length” is defined as

lim
λ→∞

100δS(1 + log2 λ)

λ
= 0

(Another approach would be based on the isoperimetric inequality [21, III.2].)
The latter observation points to the fact that the drawback of the good behavior
of the geodesics in a hyperbolic space is that the density of quasi-geodesics is
small. To have a good density of quasi-geodesics, we would have to go to
the opposite spaces of positive curvature. Besides, positive curvature is more
appropriate for small diameter graphs.

A positive curvature graph can be defined via the angles. Consider a situa-
tion where a vertex of the graph A is connected to vertices Bi, i = 1, ..., n, Bi

is connected to Bi+1, and Bn is connected to B1, with weights d(A,Bi) = 1,
d(Bi, Bi+1) = 1, d(Bn, B1) = 1. Let αi be the angle at the vertex A of the
(geodesic) triangle ABiBi+1 and let αn be the angle at the vertex A of the
triangle ABnB1. The angles at the vertex A of the graph are most naturally
defined following the procedure of Alexandrov in a comparison triangle in the
model space of constant sectional curvature κ, Mκ [50], [21, Definition 2.15].
(In fact, a deeper result [21, Prop. 2.9] shows that, no matter what comparison
space Mκ we choose, the angle is the same and hence equal to 60 degrees.)
Then the graph is locally positively curved at A if

∑
i αi < 2π. The graph is

positively curved if it is locally positively curved at every vertex. Such graphs
enjoy some of the properties of manifolds of positive sectional curvature.

Unfortunately, positive curvature is topologically much more constraining
than negative curvature (because, for example, the Lichnerowicz-Weitzenböck
formula [39, Th. 9.16], [76, p. 6] implies that the Dirac operator has vanishing
index) and except for some scarce discrete geometry results (e.g., [40, Prop.
7.2.E]) and of course the Gromov-Lawson theory of manifolds with positive
scalar curvature, the theory is on shaky mathematical ground.

13.6 δ-Computation

In this section, we look at the computation of the δ in the specific case of metric
graphs. Since in the realm of computation all graphs no matter how large are
finite, such graphs can only be claimed to exhibit some δ-hyperbolic properties if
δ is small compared with the diameter of the graph. As such, the issue becomes
δ/diam. Wit this understanding, we specifically look at two different measures
of δ-hyperbolicity: the fatness δF and the δG issued from the Gromov product.

13.6.1 fatness computation

The distance on a graph is initially defined over the vertex set, but it can easily
be affinely extended to the edges. Then, a key result in the computation of
δF for graphs is that the infimum in (13.1) can be attained on the vertices;
precisely,
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Theorem 55 For a graph G and with the distance d(·, ·) affinely extended to the
edges, there exists a solution X,Y, Z to (13.1) on the vertices of [AB], [BC], [CA],
respectively; that is,

inf

d(X,Y ) + d(Y, Z) + d(Z,X) :
x ∈ [BC]
y ∈ [AC]
z ∈ [AB]


= inf

d(X,Y ) + d(Y, Z) + d(Z,X) :
x ∈ [BC]0
y ∈ [AC]0
z ∈ [AB]0


where [AB]0 denotes the 0th skeleton of [AB] viewed as a simplicial complex,
that is, the set of vertices.

Proof. Assume first that the optimum pointsX,Y, Z are in links [BiCj ], [CjAi], [AiBj ]
that are pairwise nonintersecting. Assume by contradiction that the infimum
is reached for X ∈ (Bi, Cj) where Bi and Cj are vertices of [BC] connected
by a direct link. Since the graph is a geodesic space, there exist geodesics
[Y X], [ZX] ⊆ G such that ℓ([Y X]) = d(Y,X) and ℓ([ZX]) = d(Z,X). Clearly,
in this case, [Y X] ∋ Bi or [Y X] ∋ Cj , since Bi, Cj are the only “gateways” from
X to Y , which by assumption lies in another link. Then either both geodesics
pass through the same end vertex of [Bi, Cj ] or they pass through different ver-
tices. The first case where the two geodesics [Y X], [ZX] pass through the same
vertex, say Bi, is impossible, because taking X = Bi would result in a lower
cost. The remaining possibility is both geodesics passing through different gate-
ways, say, [ZX] ∋ Bi and [Y X] ∋ Cj . In the latter case, the cost is independent
on the position of X ∈ [BiCj ]. Hence we have the freedom to choose , say,
X = Bi so that the optimum cost (13.1) can be achieved for X on a vertex. By
a similar argument, the optimum cost can be achieved for Y,Z on vertices as
well. Again, a similar argument takes care of the case where any pair of vertices
X,Y, Z are in intersecting links. �

Clearly, the domain in which (X,Y, Z) runs is [AB]× [BC]× [CA] and the
simplicial decomposition of the factors endows the product with the structure
of a polyhedron.

13.6.2 Gromov product

The Gromov product δG is by far more trivial to compute than δF and its com-
putation will not be discussed any further here. We note, however, that while
the δG appears an attractive tool to gauge the negative curvature properties of
massive graphs, it is by far more difficult to interpret, as we shall see soon.
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Chapter 14

metric hyperbolic geometry
of constant curvature spaces

The present chapter is some kind of a buffer between Riemannian geometry
and pure metric geometry, in the sense that we take a geodesic triangle in
a constant negative curvature space, which is uniquely defined by its internal
angles, and derive formulas for the the various δ measures explicitly as functions
of the internal angles. This relies a lot on intensive symbolic manipulations on
hyperbolic trigonometry formulas. In addtion, the fatness measure is provided
a billiard dynamics interpretation.

14.1 Hyperbolic trigonometry

With the development of δ-hyperbolic spaces, the hyperbolic conditions (δS-
slim, δT -thin, δI -insize,and δF -fatness) for geodesic triangles have come to play
a crucial role in the sense that they provide a substitute for the differential
concept of curvature that has traditionally been derived from the Riemannian
connection. A manifestation of negative curvature of a Riemannian manifold
is the fact that it satisfies the δ hyperbolic conditions. In this section, the
hyperbolic conditions δS , δT , and δI are computed for a hyperbolic metric space
(M,d) with constant negative curvature κ. Given that A,B,C ∈M with [AB],
[BC], [CA] the shortest length geodesic arcs joining A to B, B to C, and C to A,
respectively, then the geodesic triangles △ (A,B,C) is [AB]∪ [BC]∪ [CA]. This
△ABC in Figure ??? is uniquely specified up to isometry by the three internal
angles α, β, γ at the vertices A,B,C, respectively, provided that α+ β + γ < π.
Given that a, b, c are the the lengths of the sides opposite to the angles α, β, γ,
respectively, with the assumption that α, β, γ > 0, then the Sine and Cosine
Rules for the geodesic triangle △ABC can be summarized as follows:

171
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1. The Sine Rule:

sinh
(√
−κa

)
sinα

=
sinh

(√
−κb

)
sinβ

=
sinh

(√
−κc

)
sin γ

2. The Cosine Rule I:

cosh
(√
−κa

)
= cosh

(√
−κb

)
cosh

(√
−κc

)
− sinh

(√
−κb

)
sinh

(√
−κc

)
cos (α)

cosh
(√
−κb

)
= cosh

(√
−κc

)
cosh

(√
−κa

)
− sinh

(√
−κc

)
sinh

(√
−κa

)
cos (β)

cosh
(√
−κc

)
= cosh

(√
−κa

)
cosh

(√
−κb

)
− sinh

(√
−κa

)
sinh

(√
−κb

)
cos (γ)

3. The Cosine Rule II:

cosh
(√
−κa

)
=

cosβ cos γ + cosα

sinβ sin γ

cosh
(√
−κb

)
=

cos γ cosα+ cosβ

sin γ sinα

cosh
(√
−κc

)
=

cosα cosβ + cos γ

sinα sinβ

In addition, the Pythagoras’ theorem for a geodesic triangle with a right
angle in hyperbolic space is given as follows:

Corollary 12 Given that ∆ABC is a geodesic triangle with three internal an-
gles, α, β ≤ π

2 and γ = π
2 at the vertices A,B,C, then the hyperbolic form of

Pythagoras’ theorem is given by the following formula:

cosh
(√
−κc

)
= cosh

(√
−κa

)
cosh

(√
−κb

)
In addition, the following relations hold:

tanh
(√
−κb

)
= sinh

(√
−κa

)
tanβ

sinh
(√
−κb

)
= sinh

(√
−κc

)
sinβ

tanh
(√
−κa

)
= tanh

(√
−κc

)
cosβ.

An inscribed circle O in a geodesic triangle is a circle that touches each
side of the triangle at exactly one point. The following theorem shows how to
construct an inscribed circle in a geodesic triangle.

Theorem 56 Given that ∆ABC is a geodesic triangle with three internal an-
gles, α, β, γ at the vertices A,B,C, respectively, then the three angle bisectors
of ∆ABC meet at a single point ζ in ∆ABC. In addition, the radius R of the
inscribed circle of ∆ABC is given by

tanh2R =
cos2 α+ cos2 β + cos2 γ + 2 cosα cosβ cos γ − 1

2 (1 + cosα) (1 + cosβ) (1 + cos γ)
.
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Lemma 16 The area of a hyperbolic circle O whose radius has length R is given
by the formula

Area (O) =
4π

−κ
sinh2

(√
−κR

2

)
where κ < 0 is a sectional curvature.

Proof. It follows from equation ??? that in normal coordinate, the area of
circle O whose radius has length R is given by∫ 2π

0

∫ R

0

1√
−κ

sinh
(√
−κr

)
drdθ

=
2π

−κ
(
cosh

(√
−κR

)
− 1
)

=
4π

−κ
sinh2

(√
−κR

2

)
.

�

14.2 Slimness computation

The slimness of the geodesic triangle △ABC is defined as

δS (△ABC) := max
{
δ[AB], δ[BC], δ[CA]

}
where

δ[AB] = sup
Z∈[AB]

d (Z, [BC] ∪ [CA])

δ[BC] = sup
X∈[BC]

d (X, [CA] ∪ [AB])

δ[CA] = sup
Y ∈[CA]

d (Y, [AB] ∪ [BC]) .

Given thatX ∈ [BC] and Y ∈ [CA] , then for each fixed Z ∈ [AB] , the distances
d (Z,X) and d (Z, Y ) are given as follows:

d (Z,X) =
1√
−κ

sinh−1

(
sinβ sinh

(√
−κ (c− z)

)
sin θX

)

d (Z, Y ) =
1√
−κ

sinh−1

(
sinα sinh

(√
−κz

)
sin θY

)
.

where θX = ∠BXZ and θY = ∠AY Z. Therefore d (Z, [BC]) = infX∈[BC] d (Z,X)
and d (Z, [CA]) = infY ∈[CA] d (Z, Y ) occured at the points X,Y where θX =
θY = π

2 . In addition [ZX] is the unique geodesic through Z which is orthogonal
to [BC] and [ZY ] is the unique geodesic through Z which is orthogonal to [CA] .
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By the intermediate value theorem, there exists a point Z̃ ∈ [AB] such that

d
(
Z̃, [BC]

)
= d

(
Z̃, [CA]

)
.

If Z ∈
[
Z̃A
]
, then d (Z, [BC] ∪ [CA]) = d (Z, [CA]) ≤ d

(
Z̃, [CA]

)
and if Z ∈[

Z̃B
]
, then d (Z, [BC] ∪ [CA]) = d (Z, [BC]) ≤ d

(
Z̃, [BC]

)
. Therefore,

δ[AB] = sup
Z∈[AB]

d (Z, [BC] ∪ [CA])

= sup
Z∈[AB]

inf {d (Z, [BC]) , d (Z, [CA])}

= d
(
Z̃, [BC]

)
= d

(
Z̃, [CA]

)
.

Given that Z̃ = d
(
Z̃, A

)
, then with d

(
Z̃, [BC]

)
= d

(
Z̃, [CA]

)
, the following

results can be computed.

(sinα) sinh
√
−κz̃ = (sinβ) sinh

√
−κ (c− z̃)

sinα

sinβ
sinh

(√
−κz̃

)
= sinh

(√
−κc

)
cosh

(√
−κz̃

)
− cosh

(√
−κc

)
sinh

(√
−κz̃

)
coth

(√
−κz̃

)
=

1

sinh
(√
−κc

) (cosh (√−κc)+ sinα

sinβ

)

1 +

(
1

sinh
(√
−κz̃

))2

=
1

cosh2
(√
−κc

)
− 1

(
cosh

(√
−κc

)
+

sinα

sinβ

)2

The Cosine Rule II in △ABC yields

1 +

(
1

sinh
(√
−κz̃

))2

=
(sinα sinβ)

2

(cosα cosβ + cos γ)
2 − (sinα sinβ)

2

(
cosα cosβ + cos γ

sinα sinβ
+

sinα

sinβ

)2

=

(
cos γ + cosα cosβ + 1− cos2 α

)2
(2 cosα cosβ cos γ + cos2 α+ cos2 β + cos2 γ − 1)

sinh2
(√
−κz̃

)
=

(
2 cosα cosβ cos γ + cos2 α+ cos2 β + cos2 γ − 1

)(
2 + 2 cos γ − (cosα− cosβ)

2
) (

sin2 α
)

(
(sinα) sinh

√
−κz̃

)2
=

(
2 cosα cosβ cos γ + cos2 α+ cos2 β + cos2 γ − 1

)(
2 + 2 cos γ − (cosα− cosβ)

2
)

Therefore,

δ[AB] =
1√
−κ

sinh−1

√√√√ (2 cosα cosβ cos γ + cos2 α+ cos2 β + cos2 γ − 1)(
2 + 2 cos γ − (cosα− cosβ)

2
) .
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Similarly,

δ[BC] =
1√
−κ

sinh−1

√√√√ (2 cosα cosβ cos γ + cos2 α+ cos2 β + cos2 γ − 1)(
2 + 2 cosα− (cosβ − cos γ)

2
)

and

δ[CA] =
1√
−κ

sinh−1

√√√√ (2 cosα cosβ cos γ + cos2 α+ cos2 β + cos2 γ − 1)(
2 + 2 cosβ − (cos γ − cosα)

2
)

14.3 Insize computation

The insize of the geodesic triangle △ABC is defined as

δI (△ABC) := sup {d (iA, iB) , d (iB , iC) , d (iC , iA)}

where iA ∈ [BC] , iB ∈ [CA] , iC ∈ [AB] are such that

d (iA, B) = d (iC , B) = (A · C)B =
c+ a− b

2

d (iB , C) = d (iA, C) = (B ·A)C =
a+ b− c

2

d (iC , A) = d (iB, A) = (C ·B)A =
b+ c− a

2
.

The Cosine Law in △iCBiA yields

cosh
(√
−κd (iC , iA)

)
= cosh

(√
−κd (iA, B)

)
cosh

(√
−κd (iC , B)

)
− sinh

(√
−κd (iA, B)

)
sinh

(√
−κd (iC , B)

)
cosβ

= cosh2
(√
−κd (iA, B)

)
−
(
cosh2

(√
−κd (iA, B)

)
− 1
)
cosβ

= (1− cosβ) cosh2
(√
−κd (iA, B)

)
+ cosβ.

Since 2d (iA, B) = c+ a− b, then

cosh
(
2
√
−κd (iA, B)

)
= cosh

(√
−κ (c+ a− b)

)
.

The left-hand side yields

cosh
(
2
√
−κd (iA, B)

)
= cosh2

(√
−κd (iA, B)

)
+ sinh2

(√
−κd (iA, B)

)
= 2 cosh2

(√
−κd (iA, B)

)
− 1.

The right-hand side yields

cosh
(√
−κ (c+ a− b)

)
= cosh

(√
−κa

)
cosh

(√
−κb

)
cosh

(√
−κc

)
− cosh

(√
−κa

)
sinh

(√
−κb

)
sinh

(√
−κc

)
+cosh

(√
−κb

)
sinh

(√
−κc

)
sinh

(√
−κa

)
− cosh

(√
−κc

)
sinh

(√
−κa

)
sinh

(√
−κb

)
.
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From the Cosine Rule I, the following expressions can be derived.

sinh
(√
−κb

)
sinh

(√
−κc

)
=

cosh
(√
−κb

)
cosh

(√
−κc

)
− cosh

(√
−κa

)
cosα

sinh
(√
−κc

)
sinh

(√
−κa

)
=

cosh
(√
−κc

)
cosh

(√
−κa

)
− cosh

(√
−κb

)
cosβ

sinh
(√
−κa

)
sinh

(√
−κb

)
=

cosh
(√
−κa

)
cosh

(√
−κb

)
− cosh

(√
−κc

)
cos γ

Therefore,

cosh
(√
−κ (c+ a− b)

)
=

cosh
(√
−κa

)
cosh

(√
−κb

)
cosh

(√
−κc

)
cosα cosβ cos γ

· (cosα cos γ − cosα cosβ − cosβ cos γ + cosα cosβ cos γ)

+
1

cosα cosβ cos γ

·
(
cosh2

(√
−κa

)
cosβ cos γ − cosh2

(√
−κb

)
cosα cos γ + cosh2

(√
−κc

)
cosα cosβ

)
.

The Cosine Rule II in △ABC yields

cosh
(√
−κa

)
=

cosβ cos γ + cosα

sinβ sin γ

cosh
(√
−κb

)
=

cos γ cosα+ cosβ

sin γ sinα

cosh
(√
−κc

)
=

cosα cosβ + cos γ

sinα sinβ
.

Hence

cosh
(√
−κ (c+ a− b)

)
=

(
1

cosα cosβ cos γ

)(
1

sinα sinβ sin γ

)2

(cosα cos γ − cosα cosβ − cosβ cos γ + cosα cosβ cos γ)

· (cosβ cos γ + cosα) (cos γ cosα+ cosβ) (cosα cosβ + cos γ)

+

(
1

cosα cosβ cos γ

)(
1

sinα sinβ sin γ

)2

(cosβ cos γ + cosα)
2 (

1− cos2 α
)
cosβ cos γ

−
(

1

cosα cosβ cos γ

)(
1

sinα sinβ sin γ

)2

(cos γ cosα+ cosβ)
2 (

1− cos2 β
)
cosα cos γ

+

(
1

cosα cosβ cos γ

)(
1

sinα sinβ sin γ

)2

(cosα cosβ + cos γ)
2 (

1− cos2 γ
)
cosα cosβ
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2 cosh2
(√
−κd (iA, B)

)
− 1

= cosh
(√
−κ (c+ a− b)

)
=

(
1

sinα sinβ sin γ

)2

(1− cosα) (1 + cosβ) (1− cos γ)

·
(
cosα− cosβ + cos γ − cosα cosβ + cosα cos γ − cosβ cos γ + cosα cosβ cos γ + cos2 α+ cos2 β + cos2 γ

)
cosh2

(√
−κd (iA, B)

)
=

1

2

(
cosα− cosβ + cos γ + 1

sinα sinβ sin γ

)2

(1− cosα) (1 + cosβ) (1− cos γ)

Finally,

cosh
(√
−κd (iC , iA)

)
= (1− cosβ) cosh2

(√
−κd (iA, B)

)
+ cosβ

=
1

2

(cosα− cosβ + cos γ + 1)
2

(1 + cosα) (1 + cos γ)
+ cosβ

=

(
2 cosα+ 2 cos γ + 2 cosα cos γ + 2 cosα cosβ cos γ + cos2 α+ cos2 β + cos2 γ + 1

)
2 (1 + cosα) (1 + cos γ)

d (iC , iA) =
1√
−κ

cosh−1

((
2 cosα+ 2 cos γ + 2 cosα cos γ + 2 cosα cosβ cos γ + cos2 α+ cos2 β + cos2 γ + 1

)
2 (1 + cosα) (1 + cos γ)

)
Similarly,

d (iA, iB) =
1√
−κ

cosh−1

((
2 cosα+ 2 cosβ + 2 cosα cosβ + 2 cosα cosβ cos γ + cos2 α+ cos2 β + cos2 γ + 1

)
2 (1 + cosα) (1 + cosβ)

)

d (iB , iC) =
1√
−κ

cosh−1

((
2 cosβ + 2 cos γ + 2 cosβ cos γ + 2 cosα cosβ cos γ + cos2 α+ cos2 β + cos2 γ + 1

)
2 (1 + cosβ) (1 + cos γ)

)

14.4 Thinness computation

The thinness of the geodesic triangle △ABC is defined as

δT (△ABC) = sup {δA, δB , δC}
where

δA = sup {d (v, w) : v ∈ [iBA] , w ∈ [iCA] , and d (v,A) = d (w,A)}
δB = sup {d (w, u) : w ∈ [iCB] , u ∈ [iAB] , and d (w,B) = d (u,B)}
δC = sup {d (u, v) : u ∈ [iAB] , v ∈ [iCB] , and d (u,C) = d (v, C)} .

Given that w ∈ [iCB] , u ∈ [iAB] ,and d (w,B) = d (u,B) , then the Cosine law
in ∆wBu yields

cosh
(√
−κd (w, u)

)
= cosh

(√
−κd (w,B)

)
cosh

(√
−κd (u,B)

)
− sinh

(√
−κd (w,B)

)
sinh

(√
−κd (u,B)

)
cosβ

= (1− cosβ) cosh2
(√
−κd (u,B)

)
+ cosβ

≤ (1− cosβ) cosh2
(√
−κd (iA, B)

)
+ cosβ
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Therefore,
δB = d (iC , iA)

Similarly,

δA = d (iB , iC)

δC = d (iA, iB)

Hence
δT (△ABC) = δI (△ABC)

14.5 fatness and billiard dynamics

By definition, the billiard dynamics in a bounded domain Ω with piecewise C1

boundary is a geodesic flow in Ω and at the boundary ∂Ω the trajectory is
reflected with an angle equals to the incidence angle (see [53, Sec. 9.2]). In the
case where ∂Ω is a geodesic triangle, the period 3 orbit of the billiard dynamics,
that is, a periodic motion reflecting exactly once on each side of ∂Ω, is the
minimum perimeter inscribed triangle and as such provides the fatness of the
triangle. As a warm up exercise, we begin with the Euclidean case.

Let △ABC be a geodesic (rectilinear) triangle in E2. We first consider the
case where the triangle △ABC has no obtuse angles, that is, α, β, γ < π

2 . Find-
ing the minimum perimeter triangle inscribed to △ABC is the celebrated Fag-
nano problem [28], which has the following solution: From A, draw the altitude
AX, that is, the line segment such that X ∈ [BC] and [AX] ⊥ [BC]. Likewise,
draw the altitude [BY ] and [CZ]. As is well known, the three altitudes inter-
sect at a single point, referred to as orthocenter H. It turns out that △XY Z,
refered to as orthic triangle [28, Sec. 1.6, p. 17] and shown in Figure 14.1, is the
minimum perimeter inscribed triangle. The traditional Fermat principle of geo-
metrical optics [98] is enough to prove that that [XY ]∪[Y Z]∪[ZX] is the unique
period 3 orbit of the billiard dynamics, in the sense that ∠Y XC = ∠ZXB with
the same fact at the points Y, Z. We reassert the preceding more precisely in
the following theorem:

Theorem 57 For a Euclidean triangle without obtuse angle, the optimal solu-
tion (X,Y, Z) to (13.1) is a critical point of the mapping (X,Y, Z) 7→ d(X,Y )+
d(Y,Z) + d(Z,X). Furthermore, this critical point is a periodic orbit of period
3 of the billard dynamics on the triangular table. Finally, this periodic orbit is
given by the above construction and is unique.

Proof. Since d(X,Y ) + d(Y, Z) + d(Z,X) should be minimized, it is evident
that the solution is a critical point. It is easily seen that

∂d(Z,X) + d(X,Y )

∂d(B,X)
= cos∠ZXB − cos∠Y XC (14.1)

Therefore, at the critical point, ∠ZXB = ∠Y XC. And a similar property holds
at the points Y, Z. In other words, [XY ]∪ [Y Z]∪ [ZX] is a periodic solution of
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Figure 14.1: The orthic triangle.

period 3 to the billiard dynamics. Next, we show that the points of reflection
are given as the feet of the perpendicular lines from the vertices of the triangle
to their respective opposite edges. Define the incidence angle and the reflection
angle at X, respectively, as

θix = ∠ZXA
θrx = ∠AXY

Consider the quadrilateral BZHX. Since ∠BZH = π
2 and ∠HXB = π

2 , it
follows that this quadrilateral has a circumscribed circle of which [BH] is the
diameter. Since both angles ∠ZHB and ∠ZXB are supported by the same
arc, they are equals (to 1

2 the angle of the arc BZ expressed in radians). Hence
θix = π

2 − ∠ZHB. The same argument on the quadrilateral CY HX yields
θrx = π

2 − ∠Y HC. Since, obviously, ∠ZHB = ∠Y HC, it follows that θix = θrx.
To show that the critical solution is unique, assume that we have found three
points, X ∈ [BC], Y ∈ [ac], and Z ∈ [AB] such that at every such point the
incidence angle equals the reflection angle. Let θx, θy, and θz be the respective
angles. Construct the triangle XY Z and let H be the common intersection
of the angle bisectors of the triangle XY Z. Clearly, [HX] ⊥ [BC], but we
do not as yet know whether [AH] and [HX] are aligned. To prove the latter,
observe that [HZ] ⊥ [AB], [HY ] ⊥ [AC]. Using the argument of the circle
circumscribed to the selected quadrilateral, we find that

∠AHZ =
π

2
− θy

∠ZHB =
π

2
− θx

∠BHX =
π

2
− θz
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Furthermore, the sum of the internal angles of the triangle [XY Z] amounts to
π and this yields

θx + θy + θz =
π

2

Combining the above two, it follows that

∠AHZ + ∠ZHB + ∠BHX =
3π

2
− π

2
= π

and the line segments AH and HX are aligned. Likewise, the triples of points,
Z,H,C and B,H, Y are colinear. It follows that the critical solution, if any,
is given by the ortho-center construction. Since the latter is unique, so is the
critical solution. �

We can be somewhat more specific as to what the incidence and reflection
angles are.

Corollary 13

θx =
π

2
− α

θy =
π

2
− β

θz =
π

2
− γ

Proof. An elementary geometric argument on rectangular triangles yields

∠ZHB =
π

2
− ∠ZBH =

π

2
− (

π

2
− α) = α

Therefore, θx = π
2 − ∠ZXB = π

2 − ∠ZHB = π
2 − α, with a similar relation at

X,Y . �
The first and second claims of the above theorem constitute the well-known

Fermat Principle of optics, saying that a light ray from X to Z reflecting at

Y ∈ [BC] minimizes
∫ Z

X
nds where n is the refraction index.

Consider now a triangle with an obtuse angle, say α ≥ π
2 . As before, draw

[AX], with X ∈ [BC] and such that [AX] ⊥ [BC].

Theorem 58 For an Euclidean triangle with an obtuse angle at A, the optimal
solution (X,Y, Z) to (13.1) is X,Y = Z = A and is unique.

Proof. We first relax the constraints Y ∈ [CA], Z ∈ [BA] and allow Y, Z to
be on the rays C/A,B/A emanating from C,B, respectively, and containing
A (see [28, Section 12.2, page 179]). Under those conditions, the mapping
(X,Y, Z) 7→ d(X,Y ) + d(Y, Z) + d(Z,X) has a unique critical point achieved
for [AX] ⊥ [BC], [CY ] ⊥ [BY ], [BZ] ⊥ [CZ], which could not be the solution
to (13.1). Hence the solution to (13.1) is to be sought at a nondifferentiable or
boundary point. Under the relaxed constraints, the first order variation is still
given by (14.1) and hence the mapping is differentiable, unless the angles are not
defined. AssumeX ∈ (AB). The only situation where the angles are not defined
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is for Z = Y = A. Minimizing the performance index d(X,A)+d(A,A)+d(A,X)
requires X to be the foot of the altitude drawn from A. Next, for Y, Z slightly
departing from A, keeping the first order variation relative to X null requires
the incidence angle to be equal to the reflection angle at X. Let θ be this angle,
considered positive when Y ∈ [AC] and negative otherwise. Let us show that
this point is a nondifferentiable minimum. Clearly, as θ ↑ 0, in other words,
as Y → A,Z → A on the ray C/A,B/A with A ∈ [Y C], [BZ], respectively,
d(X,Y )+ d(Y, Z)+ d(Z,X) is decreasing. Now, take θ ↓ 0 and let us show that
the right derivative is positive. As usual, let z = d(Z,A) for Z ∈ [AB] and let
z = −d(Z,A) otherwise; define ȳ = d(A, Y ), h = d(A,X), α1 = ∠BAX, and
α2 = ∠XAC. By the cosine rule,

d(Y, Z) + d(Z,X) + d(X,Y ) =√
z2 + ȳ2 − 2zȳ cosα+

√
z2 + h2 − 2zh cosα1 +

√
ȳ2 + h2 − 2ȳh cosα2

It follows that

d

dθ
(d(Y, Z) + d(Z,X) + d(X,Y )) =

zz′ + ȳȳ′ − z′ȳ cosα− zȳ′ cosα√
z2 + ȳ2 − 2zȳ cosα

+
zz′ − z′h cosα1√
z2 + h2 − 2zh cosα1

+
ȳȳ′ − ȳ′h cosα2√
ȳ2 + h2 − 2ȳh cosα2

where z′ is a short for dz
dθ and ȳ′ is defined similarly. Clearly, as θ ↓ 0,

d

dθ
(d(Z,X) + d(X,Y )) = −z′ cosα1 − ȳ′ cosα2

Next, after some manipulation using the sine rule,

z =
h sin θ

sin(π − θ − α1)
, ȳ =

h sin θ

sin(π − θ − α2)

we find that

d

dθ
d(Y, Z) = z′

√
1 +

sin2 α1

sin2 α2

− 2
sinα1

sinα2
cosα

Hence

1

z′
d

dθ
(d(Y, Z) + d(Z,X) + d(X,Y )) =√
1 +

sin2 α1

sin2 α2

− 2
sinα1

sinα2
cosα− cosα1 −

sinα1

sinα2
cosα2

Since z′ > 0 for θ > 0, it suffices to show that the right hand side of the above
is positive, which in turn is equivalent to

1+
sin2 α1

sin2 α2

−2
sinα1 cosα

sinα2
− cos2 α1−

sin2 α1

sin2 α2

cos2 α2−2
cosα1 cosα2 sinα1

sinα2
> 0
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Some elementary manipulation show that the right hand side is

−4 sinα1 sinα2 cos(α1 + α2) = −4 sinα1 sinα2 cosα > 0,

since the angle at A is obtuse. Since d(X,Y ) + d(Y, Z) + d(Z,X) is decreasing
for θ < 0 and strictly increasing for θ ≥ 0, θ = 0, that is, (X,Y = A,Z = A),
is a nondifferentiable point, the only nondifferentiable point for X ∈ (AB), and
hence the optimum solution. It is also easily seen that the optimal solution
could not have X = A nor could it have X = B. Hence the optimum solution
is (X,A,A).

�
The solution to the Euclidean Fagnano problem offered above was synthetic-

analytic in nature and involved, in its synthetic part, a minimum amount of
construction. Its drawback is that, while as we shall soon see Theorem 57
holds in hyperbolic geometry, the above proof does not lend itself to hyperbolic
extension. Indeed, first, the existence of an orthocenter cannot be taken for
granted in hyperbolic geometry, and, second and more importantly, the key
feature of the proof-cycle that breaks down in hyperbolic geometry is the angle
property ∠ZHB = ∠ZXB in a quadrilateral BZHX with two opposed right
angles, ∠HZB = ∠HXB = π

2 .
A construction that lends itself more easily to hyperbolic extension is that

of Fejér. For the case of an Euclidean triangle without obtuse angles, first fix
X ∈ [BC] and find Y ∈ [AC] and Z ∈ [AB] such that the perimeter of XY Z is
minimum, and then findX such that the perimeter of the previously constructed
triangle is minimized. Draw [AX] and reflect [AX] across [AB] to get [AX ′].
Likewise, reflect [AX] across [AC] to obtain [AX ′′]. Clearly, the perimeter
of XY Z is d(x′, Z) + d(Z, Y ) + d(Y,X ′′). Clearly, this length is minimized
iff X ′, Z, Y,X ′′ are colinear, which clearly implies that ∠AZY = ∠BZX and
∠AY Z = ∠XY C, that is, the Fermat principle. Now, it remains to find X ∈
[BC] such that d(X ′, X ′′) is minimized. Observe that [X ′X ′′] is the edge of
the isoscles triangle AX ′X ′′ opposed to the vertex A common to the two equal
length edges. The length of the equal edges of this isoscles triangle is clearly
d(A,X). Furthermore, ∠X ′AX ′′ is easily seen not to depend on X. Therefore,
d(X ′, X ′′) is minimized if d(A,X ′) = d(A,X ′′) = d(A,X) is minimized. Clearly,
this happens when [AX] ⊥ [BC]. Repeating the same argument for Z and Y
yields the result.

This argument can be extended to hyperbolic geometry by substituting the
hyperbolic geometry concept of inversion (which is conformal and hence pre-
serves the angles [84, Th. 9]) for the Euclidean concept of reflection. That
d(X ′, X ′′) in the isoscles triangle AX ′X ′′ is minimized whenever d(A,X ′) =
d(A,X ′′) is minimized requires, however, either a Jacobi field argument or an
analytical argument based on hyperbolic trigonometry. The fact that d(A,X)
is minimized whenever [AX] ⊥ [BC] again can easily be extended to the hy-
perbolic case. Observe that this approach does not need existence of the ortho-
center. In fact, existence of the orthocenter is a corollary of this construction,
in the sense that the altitudes of ABC are the angle bissectors of XY Z and
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since the latter are known to intersect, so do the former. Therefore, Theorem 57
remains true in hyperbolic geometry.

As in Euclidean geometry, the key synthetic geometry construction is to draw
the altitudes. We outline a very explicit implementation of the construction in
the Poincaré upper half-space conformal model H2 of the hyperbolic plane.

Recall that, in that space, the metric is ds2 = dx2+dy2

y2 and the geodesics are

half-circles with their centers on the x-axis. Let the edge [BC] of the hyperbolic
triangle lie on the half-circle cBC with center O on the x-axis and radius r.
Assume the vertex A lies outside the circle (the case where A lies inside the
circle is very much the same). The foot X of the altitude AX is cBC ∩ c, where
c is the circle with its center on the x-axis, passing through A, and orthogonal
to cBC . The problem is to construct the circle c. Recall that, if two circles
are mutually orthogonal, the inversion relative to the center of one of them is
an involution on the other [84]; for example, iO : c → c, where i0 is defined as
follows: For any W ∈ c, W ′ = i0(W ) is defined to be the point on the ray OW
such that ||OW ||.||OW ′|| = r2, where ||.|| denotes the Euclidean norm. This
means that to find another point besides A on the circle c it suffices to find
iO(A). To find the latter, we draw the tangent AT to the cicle cBC where T is
the contact point of the tangent, and the projection of T on the ray OA yields a
second point iO(A) = A′. Once we know that c passes through A,A′ and has its
center on the x-axis, its construction is trivial. The same procedure is trivially
repeated for the other altitudes.

Here, we provide a unified differential calculus solution to the hyperbolic
Fagnano problem, by explicitly working out the hyperbolic trigonometry for-
mula. The major advantage of this differential calculus approach, as opposed to
the synthetic geometry methods, is that it provides an explicit characterization
of the hyperbolic orthic triangle, and hence of the period three orbit, in terms of
the △ABC data. In particular, Formula (14.2) is probably the most important
result.

Before jumping to the main theorem, we need a lemma:

Lemma 17 Let △ABC be a geodesic triangle in a manifold with constant sec-
tional curvature κ ≤ 0. Let Z ∈ [AB], X ∈ [BC]. Then

∂d(Z,X)

∂d(B,X)
= cos∠ZXB

Consequently, Equation (14.1) remains valid in Riemannian geometry.

Proof. The result is obvious in the Euclidean geometry case κ = 0; hence, it
suffices to prove it for κ < 0. Let x := d(B,X) and consider a point X ′ ∈ [BC]
such that d(B,X ′) = x + dx. Draw the geodesic [ZX ′]. Draw the hyperbolic
circle with its center at Z and radius d(Z,X). This circle intersects [ZX ′] at
a point P . Recall that, in the situation of two nearby geodesics [ZX] and
[ZX ′] emanating from a common point Z, the Jacobi field is orthogonal to the
nominal geodesic. Hence, treating [ZX ′] as the nominal geodesic, it follows that
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[XP ] ⊥ [ZX ′]. Consider the right angle triangle [XPX ′]. By basic hyperbolic
trigonometry,

cos∠PX ′X =
tanh d(P,X ′)

tanh d(X,X ′)

At the limit X ′ → X, we get tanh d(P,X ′) = d(P,X ′) and tanh d(X,X ′) =
d(X,X ′). Hence

cos∠ZXB = cos∠ZX ′B = cos∠PX ′X =
d(P,X ′)

d(X,X ′)
=
∂d(Z,X)

∂d(B,X)

and the result follows. �
Remark: The above lemma can also be rederived from the cosine rule, but
at the expense of longer–and less conceptual–manipulation. Let x = d(B,X),
z = d(A,Z), and β = ∠ZBX. Consider as in the lemma the triangle [BZX].
From the cosine rule

cosh d(X,Z) = coshx cosh(c− z)− sinhx sinh(c− z) cosβ

it is easily found that

∂d(X,Z)

∂x
=

cosh (c− z) sinh (x)− sinh (c− z) cos (β) cosh (x)
sinh (d (z, x))

=
cosh (c− z) sinh2 (x)− sinh (c− z) sinh (x) cos (β) cosh (x)

sinh (d (z, x)) sinh (x)

=
cosh (c− z) cosh2 (x)− sinh (c− z) sinh (x) cos (β) cosh (x)− cosh (c− z)

sinh (d (z, x)) sinh (x)

=
(cosh (c− z) cosh (x)− sinh (c− z) sinh (x) cos (β)) cosh (x)− cosh (c− z)

sinh (d (z, x)) sinh (x)

=
cosh (d (z, x)) cosh (x)− cosh (c− z)

sinh (d (z, x)) sinh (x)

= cos (∠ZXB)

Hence we have obtained an alternate proof of the lemma.

Theorem 59 Let △ABC be a geodesic triangle in a hyperbolic surface of con-
stant negative curvature κ = −1. Let the altitudes [AX], [BY ], [CZ] be such that
x ∈ (BC), y ∈ (AC) and z ∈ (AB). Then the solution to (13.1) is a critical
point of the mapping (X,Y, Z) 7→ d(X,Y ) + d(Y, Z) + d(Z,X). Furthermore,
this critical point is given by the feet X,Y, Z of the altitudes. In other words,
[XY ] ∪ [Y Z] ∪ [ZX] is the periodic orbit. Furthermore, this solution satisfies
the second order variation test. Finally, this solution is unique.

The proof is broken down in the following five subsections.
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14.5.1 First order conditions

Given that ∆ABC is a geodesic triangle in a constant negative curvature hy-
perbolic space M , then this triangle is uniquely specified up to isometry by the
three internal angles, α, β, γ at the vertices A,B,C, respectively, provided that
α + β + γ < π. Given that a, b, c are the lengths of the sides opposite to the
angles α, β, γ, respectively and X,Y, Z are arbitrary points in [BC], [CA], [AB]
respectively, then X can be defined as a mapping which maps x ∈ [0, a] to the
point X (x) ∈ [BC] , such that d (X (x) , B) = x with similar definitions for Y
and Z. Given that

F (x, y, z) = d (X(x), Y (y)) + d (Y (y), Z(y)) + d (Z(z), X(x)) ,

it follows that

δF (∆ABC) = inf

F (x, y, z) :
0 ≤ x ≤ a
0 ≤ y ≤ b
0 ≤ z ≤ c


Clearly, the fatness is to be computed via the hyperbolic Cosine Rule I:

cosh
(√
−κd (x, y)

)
= cosh

(√
−κ (a− x)

)
cosh

(√
−κ (y)

)
− sinh

(√
−κ (a− x)

)
sinh

(√
−κ (y)

)
cos (γ)

cosh
(√
−κd (y, z)

)
= cosh

(√
−κ (b− y)

)
cosh

(√
−κ (z)

)
− sinh

(√
−κ (b− y)

)
sinh

(√
−κ (z)

)
cos (α)

cosh
(√
−κd (z, x)

)
= cosh

(√
−κ (c− z)

)
cosh

(√
−κ (x)

)
− sinh

(√
−κ (c− z)

)
sinh

(√
−κ (x)

)
cos (β)

where d(x, y) is a short for d(X(x), Y (y)) with a similar convention for d(y, z), d(z, x).
Taking partial derivatives for the hyperbolic Cosine Rule I yields the following
result:

∂

∂x
cosh (d (x, y)) = sinh (d (x, y))

∂

∂x
d (x, y)

=
∂

∂x
(cosh (a− x) cosh (y)− sinh (a− x) sinh (y) cos (γ))

= − sinh (a− x) cosh y + cosh (a− x) sinh y cos γ

∂

∂x
cosh (d (z, x)) = sinh (d (z, x))

∂

∂x
d (z, x)

=
∂

∂x
(cosh (c− z) cosh (x)− sinh (c− z) sinh (x) cos (β))

= cosh (c− z) sinhx− sinh (c− z) coshx cosβ

Manipulating the above and proceeding the same way for the other partial
derivatives, the explicit expressions for the first order partial derivatives in terms
of the triangle data are as follows:

∂

∂x
d (x, y) =

sinh (−a+ x) cosh y + cosh (−a+ x) sinh y cos γ

sinh (d (x, y))
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∂

∂y
d (x, y) =

cosh (−a+ x) sinh y + sinh (−a+ x) cosh y cos γ

sinh (d (x, y))

∂

∂z
d (x, y) = 0

∂

∂y
d (y, z) =

sinh (−b+ y) cosh z + cosh (−b+ y) sinh z cosα

sinh (d (y, z))

∂

∂z
d (y, z) =

cosh (−b+ y) sinh z + sinh (−b+ y) cosh z cosα

sinh (d (y, z))

∂

∂x
d (y, z) = 0

∂

∂z
d (z, x) =

sinh (−c+ z) coshx+ sinh (−c+ z) sinhx cosβ

sinh (d (z, x))

∂

∂x
d (z, x) =

cosh (c− z) sinhx− sinh (c− z) coshx cosβ
sinh (d (z, x))

∂

∂y
d (z, x) = 0

The first order variation of F (x, y, z) relative to x yields the following result:

0 =
∂

∂x
F (x, y, z) =

∂

∂x
(d (x, y) + d (y, z) + d (z, x))

=
∂

∂x
(d (x, y) + d (z, x))

∂

∂x
d (x, y) = − ∂

∂x
d (z, x)

The Cosine Rule I in ∆Y XC yields

cos (∠Y XC) =
cosh (d (x, y)) cosh (a− x)− cosh (y)

sinh (d (x, y)) sinh (a− x)

=
(cosh (a− x) cosh (y)− sinh (a− x) sinh (y) cos (γ)) cosh (a− x)− cosh (y)

sinh (d (x, y)) sinh (a− x)

=
cosh2 (a− x) cosh (y)− sinh (a− x) sinh (y) cos (γ) cosh (a− x)− cosh (y)

sinh (d (x, y)) sinh (a− x)

=
sinh2 (a− x) cosh (y)− sinh (a− x) sinh (y) cos (γ) cosh (a− x)

sinh (d (x, y)) sinh (a− x)

=
sinh (a− x) cosh (y)− sinh (y) cos (γ) cosh (a− x)

sinh (d (x, y))

= − ∂

∂x
d (x, y)
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The same Cosine Rule I in ∆ZXB yields

cos (∠ZXB) =
cosh (d (z, x)) cosh (x)− cosh (c− z)

sinh (d (z, x)) sinh (x)

=
(cosh (c− z) cosh (x)− sinh (c− z) sinh (x) cos (β)) cosh (x)− cosh (c− z)

sinh (d (z, x)) sinh (x)

=
cosh (c− z) cosh2 (x)− sinh (c− z) sinh (x) cos (β) cosh (x)− cosh (c− z)

sinh (d (z, x)) sinh (x)

=
cosh (c− z) sinh2 (x)− sinh (c− z) sinh (x) cos (β) cosh (x)

sinh (d (z, x)) sinh (x)

=
cosh (c− z) sinh (x)− sinh (c− z) cos (β) cosh (x)

sinh (d (z, x))

=
∂

∂x
d (z, x)

The preceding three results imply that

cos (∠Y XC) = cos (∠ZXB) =: cos (θx)

This is the hyperbolic Fermat principle, saying that a light ray emanating
from Y , reflecting at X ∈ [BC], to reach Z would have its reflection angle equal
to its incidence angle. Next, cancelling the first order variation relative to y
yields

cos (∠ZY A) = cos (∠XY C) =: cos (θy)

Finally, cancelling the first order variation relative to z yields

cos (∠XZB) = cos (∠Y ZA) =: cos (θz)

For the optimization problem to be a differentiable one, it is hence necessary
that there exists an inscribed geodesic triangle ∆XY Z such that the reflection
angles of its edges on ∆ABC equal the corresponding incidence angles. In
Euclidean geometry, this is equivalent to saying that ∆ABC has acute angles
only. The argument in hyperbolic geometry is, however, more complicated.

14.5.2 Hyperbolic orthocenter construction

It is easily seen that, for a hyperbolic geodesic triangle ∆ABC, there exists
a point X ∈ [BC] such that [AX] ⊥ [BC] if the angles ∠ABX and ∠ACX
are acute. Therefore, if the triangle ∆ABC has no obtuse angles, there are
points X ∈ [BC], Y ∈ [AC], Z ∈ [AB] such that [AX] ⊥ [BC], [BY ] ⊥ [AC],
[CZ] ⊥ [AB], respectively. Even though it is not known at present whether
[AX] ∩ [BY ] ∩ [CZ] ̸= ∅, this construction yields an inscribed triangle ∆XY Z,
which has the property that its reflection angles on the edges of ∆ABC equal
the corresponding incidence angles.

Before proceeding to the proof of the equality between the incidence and
reflection angles, a very explicit implementation of the construction in the
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Poincaré upper half-space conformal model H2 of the hyperbolic plane can be

derived as follows: Recall that, in that space, the metric is ds2 = dx2+dy2

y2 and

the geodesics are half-circles with their centers on the x-axis. Let the edge [BC]
of the hyperbolic triangle lie on the half-circle cBC with center O on the x-axis
and radius r. Assume the vertex A lies outside the circle (the case where A
lies inside the circle is very much the same). The foot X of the altitude AX is
cBC ∩ c, where c is the circle with its center on the x-axis, passing through A,
and orthogonal to cBC . The problem is to construct the circle c. Recall that, if
two circles are mutually orthogonal, the inversion relative to the center of one
of them is an involution on the other [84]; for example, iO : c → c, where i0 is
defined as follows: For any W ∈ c, W ′ = i0(W ) is defined to be the point on
the ray OW such that ||OW ||.||OW ′|| = r2, where ||.|| denotes the Euclidean
norm. This means that to find another point besides A on the circle c it suffices
to find iO(A). To find the latter, draw the tangent AT to the cicle cBC where
T is the contact point of the tangent, and the projection of T on the ray OA
yields a second point iO(A) = A′ on the circle c. Once knowing that c passes
through A,A′ and has its center on the x-axis, its construction is trivial. The
same procedure is trivially repeated for the other altitudes.

Lemma 18 Given that ∆ABC is a geodesic triangle with three internal an-
gles, α, β ≤ π

2 and γ = π
2 at the vertices A,B,C, then the hyperbolic form of

Pythagoras’ theorem is given by the following formula:

cosh
(√
−κc

)
= cosh

(√
−κa

)
cosh

(√
−κb

)
In addition, the following relations hold.

tanh
(√
−κb

)
= sinh

(√
−κa

)
tanβ

sinh
(√
−κb

)
= sinh

(√
−κc

)
sinβ

tanh
(√
−κa

)
= tanh

(√
−κc

)
cosβ.

Hyperbolic trigonometry of the right-angled subtriangles of ∆ABC yields

tanhx = tanh c cosβ

tanh y = tanh a cos γ

tanh z = tanh b cosα

tanh (a− x) = tanh b cos γ

tanh (b− y) = tanh c cosα

tanh (c− z) = tanh a cosβ

From the Cosine Rule 1 applied to the triangles ∆ZBX and ∆Y CX, d (z, x)
and d (x, y) can be expressed as follows:

cosh d (z, x) = (cosh (c− z) coshx− sinh (c− z) sinhx cosβ)
= (cosh (c− z) coshx) (1− tanh (c− z) tanhx cosβ)
= (cosh (c− z) coshx)

(
1− tanh c tanh a cos3 β

)
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cosh d (x, y) = (cosh (a− x) cosh y − sinh (a− x) sinh y cos γ)
= (cosh (a− x) cosh y) (1− tanh (a− x) tanh y cos γ)
= (cosh (a− x) cosh y)

(
1− tanh a tanh b cos3 γ

)
Given that θlx denotes ∠ZXB and θrx denotes ∠Y XC, then the Sine Rule in

triangle ∆ZBX and ∆Y CX yield the following results:

sin2 θlx =
(
sin2 β

) sinh2 (c− z)
sinh2 d (z, x)

=
(
sin2 β

) sinh2 (c− z)
cosh2 d (z, x)− 1

=
(
sin2 β

) sinh2 (c− z)
(cosh (c− z) coshx)2 (1− tanh a tanh c cos3 β)

2 − 1

sin2 θrx =
(
sin2 γ

) sinh2 (y)

sinh2 d (x, y)
=
(
sin2 γ

) sinh2 (y)

cosh2 d (x, y)− 1

=
(
sin2 γ

) sinh2 (y)

(cosh (a− x) cosh y)2 (1− tanh a tanh b cos3 γ)
2 − 1

Now, using the above expressions yield the following computation:

sinh2 (c− z) =
tanh2 (c− z)

1− tanh2 (c− z)
=

(tanh a cosβ)
2

1− (tanh a cosβ)
2

cosh2 (c− z) =
1

1− tanh2 (c− z)
=

1

1− (tanh a cosβ)
2

sinh2 y =
tanh2 y

1− tanh2 y
=

(tanh a cos γ)
2

1− (tanh a cos γ)
2

cosh2 y =
1

1− tanh2 y
=

1

1− (tanh a cos γ)
2

cosh2 x =
1

1− tanh2 x
=

1

1− (tanh c cosβ)
2

cosh2 (a− x) =
1

1− tanh2 (a− x)
=

1

1− (tanh b cos γ)
2

tanh2 a =
cosh2 a− 1

cosh2 a

=
(cosβ cos γ + cosα)

2 −
(
1− cos2 β

) (
1− cos2 γ

)
(cosβ cos γ + cosα)

2

=

(
2 cosα cosβ cos γ + cos2 α+ cos2 β + cos2 γ − 1

)
(cosβ cos γ + cosα)

2
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tanh2 b =

(
2 cosα cosβ cos γ + cos2 α+ cos2 β + cos2 γ − 1

)
(cos γ cosα+ cosβ)

2

tanh2 c =

(
2 cosα cosβ cos γ + cos2 α+ cos2 β + cos2 γ − 1

)
(cosα cosβ + cos γ)

2

sin2 θlx =
(
sin2 β

) (tanh a cos β)2

1−(tanh a cos β)2(
1

1−(tanh a cos β)2
1

1−(tanh c cos β)2

)
(1− tanh a tanh c cos3 β)

2 − 1

=

(
sin2 β

)
(tanh a)

2
(
1− (tanh c cosβ)

2
)

(
tanh2 a− 2 tanh a tanh c cosβ + tanh2 c− tanh2 a tanh2 c cos2 β + tanh2 a tanh2 c cos4 β

)
sin2 θrx =

(
sin2 γ

) (tanh a cos γ)2

1−(tanh a cos γ)2(
1

1−(tanh b cos γ)2
1

1−(tanh a cos γ)2

)
(1− tanh a tanh b cos3 γ)

2 − 1

=

(
sin2 γ

)
(tanh a)

2
(
1− (tanh b cos γ)

2
)

(
tanh2 a− 2 tanh a tanh b cos γ + tanh2 b− tanh2 a tanh2 b cos2 γ + tanh2 a tanh2 b cos4 γ

)
Finally substituting tanh a, tanh b, tanh c for their values given as:

tanh2 a =
cosh2 a− 1

cosh2 a

=
(cosβ cos γ + cosα)

2 −
(
1− cos2 β

) (
1− cos2 γ

)
(cosβ cos γ + cosα)

2

=

(
2 cosα cosβ cos γ + cos2 α+ cos2 β + cos2 γ − 1

)
(cosβ cos γ + cosα)

2

tanh2 b =

(
2 cosα cosβ cos γ + cos2 α+ cos2 β + cos2 γ − 1

)
(cos γ cosα+ cosβ)

2

tanh2 c =

(
2 cosα cosβ cos γ + cos2 α+ cos2 β + cos2 γ − 1

)
(cosα cosβ + cos γ)

2

sin2 θlx = sin2 θrx =
cos2 β + cos2 γ + 2 cosα cosβ cos γ

cos2 α+ cos2 β + cos2 γ + 2 cosα cosβ cos γ

yields,

θlx = θrx (14.2)

= arcsin

( √
cos2 β + cos2 γ + 2 cosα cosβ cos γ√

cos2 α+ cos2 β + cos2 γ + 2 cosα cosβ cos γ

)
(14.3)

This proves that the reflection angle at X equals the incidence angle at the
same point. The same fact is easily proved for the points Y, Z. Therefore,
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the hyperbolic orthocenter construction yields an inscribed triangle with its
incidence angles equal the corresponding reflection angles.

It follows from the preceding this that the altitudes [AX], [BY ], [CZ] of
the triangle ∆ABC are the angle bisectors of the triangle ∆XY Z and hence
intersect in a single point.

Corollary 14 The altitudes of a constant curvature hyperbolic geodesic triangle
intersect at a single point, called hyperbolic orthocenter.

14.5.3 Second order variation

The second order partial derivatives at the critical point can be computed as
follows:

∂2

∂x2
d (x, y)

=
∂

∂x

(
sinh (−a+ x) cosh y + cosh (−a+ x) sinh y sin γ

sinh (d (x, y))

)
=

(cosh (−a+ x) cosh y + sinh (−a+ x) sinh y sin γ)

sinh (d (x, y))

− (sinh (−a+ x) cosh y + cosh (−a+ x) sinh y sin γ)

(sinh (d (x, y)))
2 cosh (d (x, y))

∂

∂x
d (x, y)

=
1

tanh (d (x, y))
− (sinh (−a+ x) cosh y + cosh (−a+ x) sinh y cos γ)

2

(sinh (d (x, y)))
2

cosh (d (x, y))

sinh (d (x, y))

=
sin2 (θx)

tanh (d (x, y))

∂2

∂y2
d (x, y)

=
∂

∂y

(
cosh (−a+ x) sinh y + sinh (−a+ x) cosh y cos γ

sinh (d (x, y))

)
=

(cosh (−a+ x) cosh y + sinh (−a+ x) sinh y cos γ)

sinh (d (x, y))

− (cosh (−a+ x) sinh y + sinh (−a+ x) cosh y cos γ)

(sinh (d (x, y)))
2 cosh (d (x, y))

∂

∂y
d (x, y)

=
1

tanh (d (x, y))
− (cosh (−a+ x) sinh y + sinh (−a+ x) cosh y cos γ)

2

(sinh (d (x, y)))
2

cosh (d (x, y))

sinh (d (x, y))

=
sin2 (θy)

tanh (d (x, y))
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∂2

∂x∂y
d (x, y)

=
∂

∂y

(
sinh (−a+ x) cosh y + cosh (−a+ x) sinh y cos γ

sinh (d (x, y))

)
=

(sinh (−a+ x) sinh y + cosh (−a+ x) cosh y cos γ)

sinh (d (x, y))

− (sinh (−a+ x) cosh y + cosh (−a+ x) sinh y cos γ)

(sinh (d (x, y)))
2 cosh (d (x, y))

∂

∂y
d (x, y)

=
(− sinh (a− x) sinh y + cosh (a− x) cosh y cos γ)

sinh (d (x, y))
+ cos (θx)

cosh (d (x, y))

sinh (d (x, y))
cos (θy)

=
(− sinh (a− x) sinh y + (cosh (d (x, y)) + sinh (a− x) sinh (y) cos (γ)) cos γ)

sinh (d (x, y))

+ cos (θx)
cosh (d (x, y))

sinh (d (x, y))
cos (θy)

=
− sinh (a− x) sinh y + cosh (d (x, y)) cos γ + sinh (a− x) sinh (y) cos2 (γ)

sinh (d (x, y))

+ cos (θx)
cosh (d (x, y))

sinh (d (x, y))
cos (θy)

=
cosh (d (x, y)) cos γ − sinh (a− x) sinh (y) sin2 (γ)

sinh (d (x, y))
+ cos (θx)

cosh (d (x, y))

sinh (d (x, y))
cos (θy)

=
cosh (d (x, y))

sinh (d (x, y))
(cos (θx) cos (θy) + cos γ)− sinh (a− x) sinh (y) sin2 (γ)

sinh (d (x, y))

=
cosh2 (d (x, y))

sinh (d (x, y))
sin (θx) sin (θy)− sinh (y) sin (γ) sin (θy)

=
cosh2 (d (x, y))

sinh (d (x, y))
sin (θx) sin (θy)− sinh (d (x, y)) sin (θx) sin (θy)

=
sin (θx) sin (θy)

sinh (d (x, y))



14.5. FATNESS AND BILLIARD DYNAMICS 193

∂2

∂y2
d (y, z)

=
∂

∂y

(
sinh (−b+ y) cosh z + cosh (−b+ y) sinh z cosα

sinh (d (y, z))

)
=

(cosh (−b+ y) cosh z + sinh (−b+ y) sinh z cosα)

sinh (d (y, z))

− (sinh (−b+ y) cosh z + cosh (−b+ y) sinh z cosα)

(sinh (d (y, z)))
2 cosh (d (y, z))

∂

∂y
d (y, z)

=
1

tanh (d (y, z))
− (sinh (−b+ y) cosh z + cosh (−b+ y) sinh z cosα)

2

(sinh (d (y, z)))
2

cosh (d (y, z))

sinh (d (y, z))

=
sin2 (θy)

tanh (d (y, z))

∂2

∂z2
d (y, z)

=
∂

∂z

(
cosh (−b+ y) sinh z + sinh (−b+ y) cosh z cosα

sinh (d (y, z))

)
=

(cosh (−b+ y) cosh z + sinh (−b+ y) sinh z cosα)

sinh (d (y, z))

− (cosh (−b+ y) sinh z + sinh (−b+ y) cosh z cosα)

sinh2 (d (y, z))
cosh (d (y, z))

∂

∂z
d (y, z)

=
1

tanh (d (y, z))
− (cosh (−b+ y) sinh z + sinh (−b+ y) cosh z cosα)

2

sinh2 (d (y, z))

cosh (d (y, z))

sinh (d (y, z))

=
sin2 (θz)

tanh (d (y, z))
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∂2

∂y∂z
d (y, z)

=
∂

∂z

(
sinh (−b+ y) cosh z + cosh (−b+ y) sinh z cosα

sinh (d (y, z))

)
=

(sinh (−b+ y) sinh z + cosh (−b+ y) cosh z cosα)

sinh (d (y, z))

− (sinh (−b+ y) cosh z + cosh (−b+ y) sinh z cosα)

(sinh (d (y, z)))
2 cosh (d (y, z))

∂

∂z
d (y, z)

=
(− sinh (b− y) sinh z + cosh (b− y) cosh z cosα)

sinh (d (y, z))
+ cos (θy)

cosh (d (y, z))

sinh (d (y, z))
cos (θz)

=
(− sinh (b− y) sinh z + (cosh (d (y, z)) + sinh (b− y) sinh (z) cos (α)) cosα)

sinh (d (y, z))

+ cos (θy)
cosh (d (y, z))

sinh (d (y, z))
cos (θz)

=
− sinh (b− y) sinh z + cosh (d (y, z)) cosα+ sinh (b− y) sinh (z) cos2 (α)

sinh (d (y, z))

+ cos (θy)
cosh (d (y, z))

sinh (d (y, z))
cos (θz)

=
cosh (d (y, z)) cosα− sinh (b− y) sinh (z) sin2 (α)

sinh (d (y, z))
+ cos (θy)

cosh (d (y, z))

sinh (d (y, z))
cos (θz)

=
cosh (d (y, z))

sinh (d (y, z))
(cos (θy) cos (θz) + cosα)− sinh (b− y) sinh (z) sin2 (α)

sinh (d (y, z))

=
cosh2 (d (y, z))

sinh (d (y, z))
sin (θy) sin (θz)− sinh (z) sin (α) sin (θz)

=
cosh2 (d (y, z))

sinh (d (y, z))
sin (θy) sin (θz)− sinh (d (y, z)) sin (θy) sin (θz)

=
sin (θy) sin (θz)

sinh (d (y, z))
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∂2

∂z2
d (z, x)

=
∂

∂z

(
sinh (−c+ z) coshx+ cosh (−c+ z) sinhx cosβ

sinh (d (z, x))

)
=

(cosh (−c+ z) coshx+ sinh (−c+ z) sinhx cosβ)

sinh (d (z, x))

− sinh (−c+ z) coshx+ cosh (−c+ z) sinhx cosβ

(sinh (d (z, x)))
2 cosh (d (z, x))

∂

∂z
d (z, x)

=
1

tanh (d (z, x))
− (sinh (−c+ z) coshx+ cosh (−c+ z) sinhx cosβ)

2

(sinh (d (z, x)))
2

cosh (d (z, x))

sinh (d (z, x))

=
sin2 (θz)

tanh (d (z, x))

∂2

∂x2
d (z, x)

=
∂

∂x

(
sinh (−c+ z) coshx+ sinh (−c+ z) sinhx cosβ

sinh (d (z, x))

)
=

sinh (−c+ z) sinhx+ sinh (−c+ z) coshx cosβ

sinh (d (z, x))

− (sinh (−c+ z) coshx+ sinh (−c+ z) sinhx cosβ)

(sinh (d (z, x)))
2 cosh (d (z, x))

∂

∂x
d (z, x)

=
1

tanh (d (z, x))
− (sinh (−c+ z) coshx+ sinh (−c+ z) sinhx cosβ)

2

(sinh (d (z, x)))
2

cosh (d (z, x))

sinh (d (z, x))

=
sin2 (θx)

tanh (d (z, x))
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∂2

∂z∂x
d (z, x)

=
∂

∂x

(
sinh (−c+ z) coshx+ cosh (−c+ z) sinhx cosβ

sinh (d (z, x))

)
=

(sinh (−c+ z) sinhx+ cosh (−c+ z) coshx cosβ)

sinh (d (z, x))

− (sinh (−c+ z) coshx+ cosh (−c+ z) sinhx cosβ)

(sinh (d (z, x)))
2 cosh (d (z, x))

∂

∂x
d (z, x)

=
(− sinh (c− z) sinhx+ cosh (c− z) coshx cosβ)

sinh (d (z, x))
+ cos (θz)

cosh (d (z, x))

sinh (d (z, x))
cos (θx)

=
(− sinh (c− z) sinhx+ (cosh (d (z, x)) + sinh (c− z) sinh (x) cos (β)) cosβ)

sinh (d (z, x))

+ cos (θz)
cosh (d (z, x))

sinh (d (z, x))
cos (θx)

=
− sinh (c− z) sinhx+ cosh (d (z, x)) cosβ + sinh (c− z) sinh (x) cos2 (β)

sinh (d (z, x))

+ cos (θz)
cosh (d (z, x))

sinh (d (z, x))
cos (θx)

=
cosh (d (z, x)) cosβ − sinh (c− z) sinh (x) sin2 (β)

sinh (d (z, x))
+ cos (θz)

cosh (d (z, x))

sinh (d (z, x))
cos (θx)

=
cosh (d (z, x))

sinh (d (z, x))
(cos (θz) cos (θx) + cosβ)− sinh (c− z) sinh (x) sin2 (β)

sinh (d (z, x))

=
cosh2 (d (z, x))

sinh (d (z, x))
sin (θz) sin (θx)− sinh (x) sin (β) sin (θx)

=
cosh2 (d (z, x))

sinh (d (z, x))
sin (θz) sin (θx)− sinh (d (z, x)) sin (θz) sin (θx)

=
sin (θz) sin (θx)

sinh (d (z, x))

In summary, at the critical point, the second order partial derivatives are as
follows:

∂2

∂x2
d (x, y) =

sin2 (θx)

tanh (d (x, y))

∂2

∂y2
d (x, y) =

sin2 (θy)

tanh (d (x, y))

∂2

∂x∂y
d (x, y) =

sin (θx) sin (θy)

sinh (d (x, y))
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∂2

∂y2
d (y, z) =

sin2 (θy)

tanh (d (y, z))

∂2

∂z2
d (y, z) =

sin2 (θz)

tanh (d (y, z))

∂2

∂y∂z
d (y, z) =

sin (θy) sin (θz)

sinh (d (y, z))

∂2

∂z2
d (z, x) =

sin2 (θz)

tanh (d (z, x))

∂2

∂x2
d (z, x) =

sin2 (θx)

tanh (d (z, x))

∂2

∂z∂x
d (z, x) =

sin (θz) sin (θx)

sinh (d (z, x))

With those second order derivatives, the Hessian matrix H can be easily
seen to be equal to

H = Axy +Ayz +Azx

Axy =


sin2(θx)

tanh(d(x,y))
sin(θx) sin(θy)
sinh(d(x,y)) 0

sin(θx) sin(θy)
sinh(d(x,y))

sin2(θy)
tanh(d(x,y)) 0

0 0 0



Ayz =

 0 0 0

0
sin2(θy)

tanh(d(y,z))
sin(θy) sin(θz)
sinh(d(y,z))

0
sin(θy) sin(θz)
sinh(d(y,z))

sin2(θz)
tanh(d(y,z))



Azx =


sin2(θx)

tanh(d(z,x)) 0 sin(θz) sin(θx)
sinh(d(z,x))

0 0 0
sin(θz) sin(θx)
sinh(d(z,x)) 0 sin2(θz)

tanh(d(z,x))


To prove that H is positive definte, let Ãxy, Ãyz, Ãzx be defined as follows:

Ãxy =

[
sin2(θx)

tanh(d(x,y))
sin(θx) sin(θy)
sinh(d(x,y))

sin(θx) sin(θy)
sinh(d(x,y))

sin2(θy)
tanh(d(x,y))

]

Ãyz =

[
sin2(θy)

tanh(d(y,z))
sin(θy) sin(θz)
sinh(d(y,z))

sin(θy) sin(θz)
sinh(d(y,z))

sin2(θz)
tanh(d(y,z))

]

Ãzx =

[
sin2(θx)

tanh(d(z,x))
sin(θz) sin(θx)
sinh(d(z,x))

sin(θz) sin(θx)
sinh(d(z,x))

sin2(θz)
tanh(d(z,x))

]

To prove that Ãxy, Ãyz, Ãzx > 0, it is required that θx, θy, θz cannot be equal to
zero. Indeed, θx = 0 would imply, by uniqueness of the geodesics in hyperbolic
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space, that Z = B and Y = C. The latter would in turn imply that α = β = π
2

and furthermore α+β+γ ≥ π, a violation of the hyperbolic condition. It follows

that sin2(θx)
tanh(d(x,y)) > 0, because θx > 0, and d (x, y) < ∞ by minimality. Hence

the diagonal entries of Ãxy, Ãyz, Ãzx are positive. Next, observe the following:

det
(
Ãxy

)
=

sin2 (θx)

tanh (d (x, y))

sin2 (θy)

tanh (d (x, y))
−
(
sin (θx) sin (θy)

sinh (d (x, y))

)2

=

(
sin (θx) sin (θy)

sinh (d (x, y))

)2 (
cosh2 (d (x, y))− 1

)
= (sin (θx) sin (θy))

2
> 0

Thus Ãxy, Ãyz, Ãzx are positive definite. Hence H = Axy + Ayz + Azx ≥ 0. To
show that it is positive definite, let

w =

 w1

w2

w3


be a vector such that

0 = wTHw

0 = wT (Axy +Ayz +Azx)w

0 = wTAxyw + wTAyzw + wTAzxw

The above implies that

0 =
[
w1 w2

]
Ãxy

[
w1

w2

]
0 =

[
w2 w3

]
Ãyz

[
w2

w3

]
0 =

[
w1 w3

]
Ãzx

[
w1

w3

]
Since Ãxy, Ãyz, Ãzx > 0, it follows that

w = 0

Therefore, the Hessian matrix

H =


sin2(θx)

tanh(d(x,y)) +
sin2(θx)

tanh(d(z,x))
sin(θx) sin(θy)
sinh(d(x,y))

sin(θz) sin(θx)
sinh(d(z,x))

sin(θx) sin(θy)
sinh(d(x,y))

sin2(θy)
tanh(d(x,y)) +

sin2(θy)
tanh(d(y,z))

sin(θy) sin(θz)
sinh(d(y,z))

sin(θz) sin(θx)
sinh(d(z,x))

sin(θy) sin(θz)
sinh(d(y,z))

sin2(θz)
tanh(d(y,z)) +

sin2(θz)
tanh(d(z,x))


is positive definite and the second order variation test passes.

The proof is complete.
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14.5.4 Uniqueness

In this section, the uniqueness of the inscribed triangle that satisfies the first
order variation is shown. That is, the only inscribed triangle that has its inci-
dence angles equal to the corresponding reflection angles at X,Y, Z is the orthic
triangle.

Given that ∆XY Z is an inscribed triangle which incidence angles equal
to the corresponding reflection angles at X,Y, Z, and denoted these angles by
θx, θy, θz respectively, then the Cosine Rule II for ∆XCY yields

cosh d (X,C) =
cos θx cos γ + cos θy

sin θx sin γ

cosh d (Y,C) =
cos θy cos γ + cos θx

sin θy sin γ
.

sinh d (X,C) =

√
cosh2 d (X,C)− 1

=

√
(2 cos γ cos θx cos θy + cos2 γ + cos2 θx + cos2 θy − 1)

sin θx sin γ

sinh d (Y,C) =

√
(2 cos γ cos θx cos θy + cos2 γ + cos2 θx + cos2 θy − 1)

sin θy sin γ

Recall that the Cosine Rule II for ∆ABC yields the following formula:

cosh (a) =
cos (β) cos (γ) + cos (α)

sin (β) sin (γ)

cosh (b) =
cos (γ) cos (α) + cos (β)

sin (γ) sin (α)

cosh (c) =
cos (α) cos (β) + cos (γ)

sin (α) sin (β)

sinh (a) =

√
2 cosα cosβ cos γ + cos2 α+ cos2 β + cos2 γ − 1

sin (β) sin (γ)

sinh (b) =

√
2 cosα cosβ cos γ + cos2 α+ cos2 β + cos2 γ − 1

sin (γ) sin (α)

sinh (c) =

√
2 cosα cosβ cos γ + cos2 α+ cos2 β + cos2 γ − 1

sin (α) sin (β)
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Then

cosh (d (X,B)) = cosh (a− d (X,C)) = cosh (a) cosh (d (X,C))− sinh (a) sinh (d (X,C))

=
cos (β) cos (γ) + cos (α)

sin (β) sin (γ)

cos (γ) cos (θx) + cos (θy)

sin (γ) sin (θx)

−
√
2 cosα cosβ cos γ + cos2 α+ cos2 β + cos2 γ − 1

sin (β) sin (γ)

·
√
2 cos γ cos θx cos θy + cos2 γ + cos2 θx + cos2 θy − 1

sin (γ) sin (θx)

cosh (d (Y,A)) = cosh (b− d (Y,C)) = cosh (b) cosh (d (Y,C))− sinh (b) sinh (d (Y,C))

=
cos (γ) cos (α) + cos (β)

sin (γ) sin (α)

cos (γ) cos (θy) + cos (θx)

sin (γ) sin (θy)

−
√
2 cosα cosβ cos γ + cos2 α+ cos2 β + cos2 γ − 1

sin (γ) sin (α)

·
√
2 cos γ cos θx cos θy + cos2 γ + cos2 θx + cos2 θy − 1

sin (γ) sin (θy)

The Cosine Law II for ∆ZBX and ∆ZAY yield

cos (θz) = cosh (d (X,B)) sin (β) sin (θx)− cos (β) cos (θx)

cos (θz) = cosh (d (Y,A)) sin (α) sin (θy)− cos (α) cos (θy) .

Substituting cosh (d (X,B)) and cosh (d (Y,A)) by their values given above yields

cos (θz) =
((cos (β) cos (γ) + cos (α)) (cos (γ) cos (θx) + cos (θy)))−

(
1− cos2 γ

)
cos (β) cos (θx)

(sin (γ))
2

− 1

(sin (γ))
2

√
2 cosα cosβ cos γ + cos2 α+ cos2 β + cos2 γ − 1

·
√

2 cos γ cos θx cos θy + cos2 γ + cos2 θx + cos2 θy − 1

cos (θz) =
(cos (γ) cos (α) + cos (β)) (cos (γ) cos (θy) + cos (θx))−

(
1− cos2 γ

)
cos (α) cos (θy)

(sin (γ))
2

− 1

(sin (γ))
2

√
2 cosα cosβ cos γ + cos2 α+ cos2 β + cos2 γ − 1

·
√

2 cos γ cos θx cos θy + cos2 γ + cos2 θx + cos2 θy − 1

Equating the two expressions for θz yields(
cosα cos θy − cosβ cos θx + cosα cos γ cos θx + cosβ cos γ cos θy + 2 cosβ cos2 γ cos θx

)
=

(
cosβ cos θx − cosα cos θy + cosα cos γ cos θx + cosβ cos γ cos θy + 2 cosα cos2 γ cos θy

)



14.5. FATNESS AND BILLIARD DYNAMICS 201

That is

(2 cosβ)
(
1− cos2 γ

)
cos θx = (2 cosα)

(
1− cos2 γ

)
cos θy

2
(
1− cos2 γ

)
(cosβ cos θx − cosα cos θy) = 0

Therefore, either cos γ = 1 or

0 = cosβ cos θx − cosα cos θy
cos θx
cosα

=
cos θy
cosβ

By symmetry (in case α, β, γ ̸= 0),

cos θx
cosα

=
cos θy
cosβ

=
cos θz
cos γ

This is the first relation, which might be called Cosine Rule for inscribed triangle.
Next,

d (Z,A) = c− d (Z,B)

cosh (d (Z,A)) = cosh (c− d (Z,B))

= cosh (c) cosh (d (Z,B))− sinh (c) sinh (d (Z,B))

The Cosine Law II for ∆ZAY and ∆ZBX yields

cosh (d (Z,A)) =
cosα cos θz + cos θy

sinα sin θz

sinh (d (Z,A)) =

√
2 cosα cos θy cos θz + cos2 α+ cos2 θy + cos2 θz − 1

sin (α) sin (θz)

cosh (d (Z,B)) =
cosβ cos θz + cos θx

sinβ sin θz

sinh (d (Z,B)) =

√
2 cosβ cos θx cos θz + cos2 β + cos2 θx + cos2 θz − 1

sin (β) sin (θz)

Therefore, equating the two expressions for cosh (d (Z,A)) yields

(cosh (c))
cosβ cos θz + cos θx

sinβ sin θz
− cosα cos θz + cos θy

sinα sin θz

= (sinh (c))

√
2 cosβ cos θx cos θz + cos2 β + cos2 θx + cos2 θz − 1

sin (β) sin (θz)

Substituting the expression for cosh (c) and sinh (c) into the previous yields the
following expression:

(cosα cosβ + cos γ) (cosβ cos θz + cos θx)−
(
1− cos2 β

)
(cosα cos θz + cos θy)

=
√

2 cosα cosβ cos γ + cos2 α+ cos2 β + cos2 γ − 1

·
√
2 cosβ cos θx cos θz + cos2 β + cos2 θx + cos2 θz − 1
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Then (
cos γ cos θx − cosα cos θz − cos θy + cosα cosβ cos θx + cosβ cos γ cos θz + cos2 β cos θy + 2 cosα cos2 β cos θz

)2
=

(
2 cosα cosβ cos γ + cos2 α+ cos2 β + cos2 γ − 1

) (
2 cosβ cos θx cos θz + cos2 β + cos2 θx + cos2 θz − 1

)
From the Cosine Rule for the inscribed triangle, cos θx and cos θy can be

expressed as

cos θx =
cos θz
cos γ

cosα

cos θy =
cos θz
cos γ

cosβ.

Then substituting the expression for cos θx and cos θy yields

cos2 β cos2 θz
(
2 cosα cosβ cos γ + cos2 α+ cos2 β + cos2 γ − 1

)
=

(
2 cosα cosβ cos γ cos2 θz − cos2 γ + cos2 β cos2 γ + cos2 α cos2 θz + cos2 γ cos2 θz

)
(
2 cosα cosβ cos γ + cos2 α+ cos2 β + cos2 γ

) (
1− cos2 β

)
cos2 θz

=
(
1− cos2 β

)
cos2 γ

Finally,

cos2 θz =
cos2 γ

(2 cosα cosβ cos γ + cos2 α+ cos2 β + cos2 γ)

sin2 θz =
2 cosα cosβ cos γ + cos2 α+ cos2 β

(2 cosα cosβ cos γ + cos2 α+ cos2 β + cos2 γ)

Clearly, θz, and by the same taken cos θx, cos θy, are uniquely defined once
the incidence angles are set equal to the reflection angles. Observe that the
expression for θz is consistent with the one obtained from the orthic triangle.

14.5.5 Fatness formula

Given that ∆XY Z is the inscribed triangle that satisfied the first order varia-
tion, then the internal angle of ∆XY Z at X,Y, Z are π − 2θx, π − 2θy, π − 2θz,
respectively, where

cos2 θx =
cos2 α

2 cosα cosβ cos γ + cos2 α+ cos2 β + cos2 γ

cos2 θy =
cos2 β

2 cosα cosβ cos γ + cos2 α+ cos2 β + cos2 γ

cos2 θz =
cos2 γ

2 cosα cosβ cos γ + cos2 α+ cos2 β + cos2 γ
.
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Then

cos (π − 2θx) = 1− 2 cos2 θx

=
2 cosα cosβ cos γ + cos2 β + cos2 γ − cos2 α

(2 cosα cosβ cos γ + cos2 α+ cos2 β + cos2 γ)

cos (π − 2θy) = 1− 2 cos2 θy

=
2 cosα cosβ cos γ + cos2 α+ cos2 γ − cos2 β

(2 cosα cosβ cos γ + cos2 α+ cos2 β + cos2 γ)

cos (π − 2θz) = 1− 2 cos2 θz

=
2 cosα cosβ cos γ + cos2 α+ cos2 β − cos2 γ

(2 cosα cosβ cos γ + cos2 α+ cos2 β + cos2 γ)
.

The Cosine Rule II for ∆XY Z yield the following result:

cosh d (X,Y ) =
cos (π − 2θx) cos (π − 2θy) + cos (π − 2θz)

sin (π − 2θx) sin (π − 2θy)

=

(
1− 2 cos2 θx

) (
1− 2 cos2 θy

)
+ 1− 2 cos2 θz

(2 sin θx cos θx) (2 sin θy cos θy)

=

(
2 cos2 θx cos

2 θy − cos2 θx − cos2 θy − cos2 θz + 1
)

2 (sin θx cos θx) (sin θy cos θy)

sinh d (X,Y ) =

√
cosh2 d (X,Y )− 1

=

√
(cos2 θx + cos2 θy + cos2 θz − 1)

2 − (2 cos θx cos θy cos θz)
2

2 (sin θx cos θx) (sin θy cos θy)

cosh d (Y, Z) =

(
2 cos2 θy cos

2 θz − cos2 θx − cos2 θy − cos2 θz + 1
)

2 (sin θy cos θy) (sin θz cos θz)

sinh d (Y, Z) =

√
(cos2 θx + cos2 θy + cos2 θz − 1)

2 − (2 cos θx cos θy cos θz)
2

2 (sin θy cos θy) (sin θz cos θz)

cosh d (Z,X) =

(
2 cos2 θz cos

2 θx − cos2 θx − cos2 θy − cos2 θz + 1
)

2 (sin θz cos θz) (sin θx cos θx)

sinh d (Z,X) =

√
(cos2 θx + cos2 θy + cos2 θz − 1)

2 − (2 cos θx cos θy cos θz)
2

2 (sin θz cos θz) (sin θx cos θx)
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Therefore,

sinh (d (X,Y ) + d (Y, Z) + d (Z,X)) = cosh d (X,Y ) cosh d (Y,Z) sinh d (Z,X)

+ cosh d (X,Y ) cosh d (Z,X) sinh d (Y, Z)

+ cosh d (Y,Z) cosh d (Z,X) sinh d (X,Y )

+ sinh d (X,Y ) sinh d (Y, Z) sinh d (Z,X)

=

(
1− cos2 θx − cos2 θy − cos2 θz

)
2 (cos2 θx) (cos2 θy) (cos2 θz)

·
√
(cos2 θx + cos2 θy + cos2 θz − 1)

2 − (2 cos θx cos θy cos θz)
2

Finally, substituting the expression for the cos θx, cos θy, cos θz yields the expres-
sion for the fatness as follows:

sinh (d (X,Y ) + d (Y, Z) + d (Z,X)) = 2
√
(2 cosα cosβ cos γ + cos2 α+ cos2 β + cos2 γ)

·
√
(2 cosα cosβ cos γ + cos2 α+ cos2 β + cos2 γ − 1)

δF (∆ABC) =
1√
−κ

sinh−1

(
2
√
(2 cosα cosβ cos γ + cos2 α+ cos2 β + cos2 γ)

·
√

(2 cosα cosβ cos γ + cos2 α+ cos2 β + cos2 γ − 1)

)

14.6 bibliographical and historical notes

Fagnano’s original solution involved differential calculus and, two centuries
thereafter, several purely synthetic geometry solutions were developed. In par-
ticular, Fejér’s solution [28, Sec. 1.8] and Schwarz’s solution utilize the concept
of reflection across edges of the triangle, a concept that extends to hyperbolic
geometry as the Schwarz reflection.

Via a Möbius transformation, which does not affect the hyperbolic geometry,
let us place the vertex A at the center of the unit disk model, in which case the
geodesics [AB] and [AC] become radial lines. If we assume that the angles of
the triangle △ABC satisfy [69, p. 312]

α =
π

m
, β =

π

n
, γ =

π

p
;

1

m
+

1

n
+

1

p
< 1

then by repeatedly applying Schwarz inversions relative to the sides of the tri-
angles, one obtains a Dirichlet tessellation of the unit disk [69, Fig. 41], [60,
Fig. 5]. An even number of such transformations preserve the orientation
and hence form a Fuchsian group Γ, a discrete subgroup of PSL(R2). (The
Schwarzian conformal mapping S : ABC → Upper Half Plane is automorphic
relative to Γ [69, Sec. VI.5].) Let I[BC] : ABC → A′BC be the inversion [24,
Sec. 139] relative to the circle [BC]. Under those circumstances, the “light ray”
XY , instead of reflecting on BC, can be considered as crossing the edge BC of
the tessellation, becoming Y Z ′, and the reflected ray in ABC is recovered as
I−1
[BC](Y Z

′) [79]. Therefore, to compute XY Z, one follows the geodesic ray XY
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as it goes through the tessellation until it hits an edge which, mapped back to
BC, yields the reflection law at a fixed point.

Amazingly, it is not known whether an arbitrary polygonal billiard table has
a periodic orbit. However, in the case of a triangular table, the above construc-
tion, sometimes referred to as Fagnano periodic orbit, provides an affirmative
answer.
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Chapter 15

random versus hyperbolic
graphs

In this chapter, the connections between random graphs and hyperbolic met-
ric spaces are discussed. As a warm up exercise, we first utilize the fatness as
measure of hyperbolicity. Unfortunately, while it is very intuitive, this measure
is hard to compute, so that it does not lead us that far in our numerical ex-
ploration. For that reason, we then switch to the Gromov product δ as a more
computationally convenient measure, allowing us to do the metric hyperbolic
analysis on much larger graphs. Since simulation can only produce finite graphs,
the hyperbolic properties of such graphs would really manifest themselves when
the δ is much smaller than the diameter and for that reason we have adopted

δ

diam
as the relevant measure.

The purpose of this simulation study is to compare the hyperbolic property of
several random graph generators defined in the previous section. Each random
graph generator generates a finite graph where each edge has unit distance
without direction. The δG of the Gromov product, which is computed from
the 4-point condition, can serve as the measure of hyperbolicity. However,
the numerical simulation can only create finite graphs all of which have finite
diameter and hence have finite δG. Therefore, every graph can be considered as
a hyperbolic metric space. Observe that the hyperbolic property would manifest
itself only if the δG is significantly smaller than the diameter of graph. It follows
that the mathematical expectation of the normalized delta E

(
δG

diam

)
, where

diam is the diameter of the graph, is the key hyperbolic measure for random
graph generator. The simulation methodology is set up as follows:

15.1 setting up the various graph generators

The random graphs as modeled by Erdős and Rényi considered here are the
G (n,m) models. Observe that the connectivity of G (n,m) depends on the
number of edges; hence to avoid disconnected graphs in simulation, the G (n,m)

207
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Line backbone Ring backbone

Star backbone Random tree backbone

Line backbone Ring backbone

Star backbone Random tree backbone

Figure 15.1: The backbone graphs in the simulation.

model is generated based on the following procedure: First, the backbone graph
which is the connected graph of order n and of size m0 is generated; then the
rest of the m − m0 edges are randomly selected from the

(
n
2

)
− m0 available

edges. In fact, the backbone graph can be a deterministic or a random graph of
order n. Given that the vertex set of the backbone graph is {1, 2, . . . , n} , then
the 4 backbone graphs in the simulation are defined as follows (see Figure 15.1):

1. Line backbone: GLine (n) is a graph in whichEGLine(n) = {(i, i+ 1) : i = 1, . . . , n− 1} ;

2. Ring backbone: GRing (n) is a graph in whichEGRing(n) = {(i, i+ 1)modn : i = 1, . . . , n} ;

3. Star backbone: GStar (n) is a graph in whichEGStar(n) = {(1, i) : i = 2, . . . , n} ;

4. Random tree backbone: GRand (n) is a graph Gn obtained from the evolu-
tion {Gt}∞t=1 where G1 is a single vertex 1 and Gt is recursively obtained
from Gt−1 by adding a new vertex t to Gt−1 and a new edge from a vertex
randomly selected from {1, . . . , t− 1} to vertex t.

Clearly, GLine (n) , GStar (n) , and GRand (n) are trees of size n − 1 and
GRing (n) is of size n. Hence the G (n,m) models with line, star or random tree
backbone have m−n+1 edges randomly selected from

(
n
2

)
−n+1 possible edges

and G (n,m) models with ring backbone have m − n edges randomly selected
from

(
n
2

)
− n possible edges.

The small worlds graphs as modeled by Watts-Strogatz considered in the
simulation are the β-models where the β parameter varies as 0, 0.1, . . . , 1. Ob-
serve that as β varies from 0 to 1, the random graph varies from regular graph to
approximately purely random graph. The resulting graphs are of order n and of
size

⌊
k̄ n

2

⌋
. In the simulation, the effects of the parameter β on the hyperbolicity

as well as the average degree k̄ are observed.
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The scale free graphs in the simulation are generated by the Barabási-Albert
approach in which the starting graphs are line, ring, star, and random tree back-
bones with n0 vertices. The graphs are continuously evolving from the previous
graphs by the growth and preferential attachment until the resulting graphs
are of order n. To study the effect of preferential attachment on hyperbolicity,
graphs generated from growth and uniform attachment are also considered in
the test bed. In contrast to the preferential attachment, in the uniform attach-
ment, the probability Π (i) that a vertex i is connected to a new vertex is equal
among all vertices 1, . . . , i − 1. The degree distribution P (k) at time t for a
random graph with growth and uniform attachment can be computed by the
following formula:

P (k) =
n0 + t− 1

(n0 + t) l
exp

(
1− k

l

)
.

This formula has been derived from the continuum approach by Barabási-Albert
[10]. As t→∞,

P (k) =
1

l
exp

(
1− k

l

)
,

hence the uniform attachment provides an exponentially decaying degree distri-
bution which depends on the parameter l of the graphs.

In the scale free and growth with uniform attachment random graph gen-
erators, the resulting graphs are of order n and of size n0 − 1 + (n− n0)m for
line, star, and random tree backbones and n0 + (n− n0)m for ring backbone.

In each random graph generator, each model generates a different topolog-
ical graph structure and has different parameters. To understand the effect of
random graph generator on hyperbolicity, the parameters for each generator are
determined so that the resulting graph for each generator is of the same order
and approximately the same size. In the simulation, the average degree k̄ in
small world generator is approximately twice the number of edges m for each
additional vertex. Then the random graphs from different generators all have
approximately the same size. Hence in this simulation the parameter k̄ is set
as k̄ = 2, . . . , 2n0 in the small world generator, and the parameter m is set as
m = 1, . . . , n0 in the scale free and growth with uniform attachment random
graph generators. The total number of edges in the Erdős and Rényi random
graph generators is set to be the same as the size of the random graphs gener-
ated by the other generators so that the comparison among all random graph
generators can be made.

In this simulation, the total number of vertices n is set to 50 and 100 and
the parameter n0 are equal to n

5 . In addition, the number of simulations is equal
to 100. The simulations reveal the following conclusions:

15.2 fatness analysis

We begin with the most intuitive δF measure of hyperbolicity. While the fatness
is easy to interpret, it has the drawback that it is cumbersome to compute and
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Figure 15.2: max δF versus the number of links for random graphs.

as such imposes a practical limit of 50 on the order of the graphs that are
manageable with the algorithm developed in Section 13.6.1.

15.2.1 Erdős and Rényi Random graphs

15.2.2 Watts-Strogatz Small world graphs

15.2.3 Barabási-Albert scale free graphs

15.2.4 Growth with uniform attachment graphs

15.2.5 Comparison among all graph generators

15.3 Gromov product analysis

The δG measure of hyperbolicity is much easier to compute than the δF , and
as such it displaces the upper limit on the order on the graphs that can be
managed to about 100. The problem is that δG is by far less trivial to interpret
than δF .

15.3.1 Erdős and Rényi Random graphs

Although the random graph generators in this simulation construct random
graphs on top of the backbone graphs whereas the random graphs generated by
Erdős and Rényi are purely random graphs, there are no significant deviation
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Figure 15.3: max δF
diam

versus the number of links for random graphs.
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Figure 15.4: max δF versus the number of links for small world graphs.
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Figure 15.5: max δF
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versus the number of links for small world graphs.

0 50 100 150 200 250 300 350 400 450
0

1

2

3

4

5

6

7

number of edges

E
xp

ec
te

d 
de

lta

Comparison of expected delta for scale free graphs of order 50

Line backbone
Ring backbone
Star backbone
Random tree backbone

Figure 15.6: max δF versus the number of links for scale free graphs.
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Figure 15.7: max δF
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versus the number of links for scale free graphs.
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Figure 15.8: max δF versus the number of links for growth with uniform attach-
ment graphs.
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Figure 15.9: max δF
diam

versus the number of links for growth with uniform
attachment graphs.
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Figure 15.10: Comparison of max δF versus the number of links for various
graphs.
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Figure 15.11: Comparison of max δF
diam

versus the number of links for various
graphs.

in the degree distribution and density functions between these two methods,
except in the star backbone as shown in Figure 15.12 through Figure 15.13
where the parameters for these generators are n = 3000, and m = 147, 550 for
random graphs with Ring backbone, m = 147, 549 for random graphs without
backbone and random graphs with Line, Star, and Random tree backbones.
The deviation of the star backbone from the other cases follows from the fact
that the star backbone has a center vertex that connects to all other vertices.
This provides the existence of a vertex with high degree which contradicts the
Poisson degree distribution. In the other cases, the degree distribution for the
random graphs generated by this method are roughly the same as in the Erdős
and Rényi model which theoretically has an exponential decay.

The E (δG) and E
(

δG
diam

)
for random graphs with several backbones are

shown in Figures 15.16, 15.17 for n = 50 and in Figures 15.18, 15.19 for n = 100.

In the random graphs generated with different backbones, as m increases,
the expected delta and the expected normalized delta are approximately the
same among these backbones, except for the star backbone. As the number of
edges increases, the expected delta decreases to 1. However the diameter of the
random graphs decreases. This yields an increase of the expected normalized
delta. After increasing the number of edges from the Line, Ring, and Random
tree backbone graphs, the minimum expected normalized delta occurs at a num-
ber of edges roughly equal to 7 times the number of vertices. This suggests a
network parameter that yields a good hyperbolic graph.
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Figure 15.12: The degree probability distribution function that results from the
numerical simulation of random graphs with different backbones.

0 500 1000 1500 2000 2500 3000 3500 4000
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

degree

di
st

rib
ut

io
n 

fu
nc

tio
n

Figure 15.13: The degree probability distribution function that results from the
numerical simulation of random graphs with Star backbone.
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Figure 15.14: The degree probability density function that results from the
numerical simulation of random graphs with different backbones.
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Figure 15.15: The degree probability density function that results from the
numerical simulation of random graphs with Star backbone.
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Figure 15.16: Comparison of E (δG) for random graphs of order 50.

0 50 100 150 200 250 300 350 400 450 500
0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45

0.5

number of edges

E
xp

ec
te

d 
de

lta
/d

ia
m

et
er

Comparison of expected delta for random graphs of order 50

Line backbone
Ring backbone
Star backbone
Random tree backbone

Figure 15.17: Comparison of E
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for random graphs of order 50.
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Figure 15.18: Comparison of E (δG) for random graphs of order 100.
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Figure 15.19: Comparison of E
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for random graphs of order 100.
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Figure 15.20: The degree probability distribution function that results from the
numerical simulation of small world graphs with different parameter β.

15.3.2 Watts-Strogatz Small world graphs

The degree distribution and density functions for the small world graphs with
the β parameter varying from 0 to 1 are shown in Figures 15.20 and 15.21,
respectively where the parameters for these generators are n = 3000 and m =
150, 000. As the parameter β varies from 0 to 1, the larger the tail of the density
functions.

The E (δG) and E
(

δG
diam

)
for the small world graphs with the β parameter

varying from 0 to 1 are shown in Figures 15.22, 15.23 for n = 50 and in Figures
15.24, 15.25 for n = 100.

The simulation shows that as β is increasing from 0 to 1, the expected delta
is decreasing. However, the diameter of a graph is not monotonically varying
with the parameter β. Given that β > 0 and fixed, then after increasing the
number of edges, the expected normalized delta reaches a minimum of about
0.33. The number of edges at the minimum expected normalized delta depends
upon the parameter β. The larger the parameter β, the smaller the number of
edges at the minimum expected normalized delta. After continuously increasing
the number of edges, the delta of a graph will reach its minimum. Finally, after
continuously increasing the size of a graph, the diameter of a graph is decreasing.
This result yields an increasing expected normalized delta. This is a behavior
similar to that of the previous random graph generator.
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Figure 15.21: The degree probability density function that results from the
numerical simulation of small world graphs with different parameter β.
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Figure 15.22: Comparison of E (δG) for small world graphs of order 50.
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Figure 15.23: Comparison of E
(
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)
for random graphs of order 50.
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Figure 15.24: Comparison of E (δG) for small world graphs of order 100.
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Figure 15.25: Comparison of E
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for random graphs of order 100.

15.3.3 Barabási-Albert scale free graphs

The degree distribution and density functions for the Barabási-Albert scale free
graphs with different backbones are shown in Figures 15.26 and 15.27, respec-
tively, where the parameters for these generators are n = 3000, andm = 147, 550
for random graphs with Ring backbone, m = 147, 549 for random graphs with
Line, Star, and Random tree backbones.

The E (δG) and E
(

δG
diam

)
for the scale free graphs with different backbones

are shown in Figures 15.28, 15.29 for n = 50 and in Figures 15.30, 15.31 for
n = 100.

The simulation shows that although the star backbone has the smallest ex-
pected delta compared with the other backbones, the random tree backbone
has the smallest expected normalized delta in the middle range of the sizes of
the graphs. The other backbones yield slightly different expected normalized
delta’s.

15.3.4 Growth with uniform attachment graphs

The degree distribution and density functions for the growth with uniform
attachment graphs with different backbones are shown in Figures 15.32 and
15.33, respectively, where the parameters for these generators are n = 3000,
and m = 147, 550 for random graphs with Ring backbone, m = 147, 549 for
random graphs with Line, Star, and Random tree backbones.

The E (δG) and E
(

δG
diam

)
for growth with uniform attachment graphs with
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Figure 15.26: The degree probability distribution function that results from the
numerical simulation of scale free graphs with different backbones.
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Figure 15.27: The degree probability density function that results from the
numerical simulation of scale free graphs with different backbones.
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Figure 15.28: Comparison of E (δG) for scale free graphs of order 50.
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Figure 15.29: Comparison of E
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for scale free graphs of order 50.
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Figure 15.30: Comparison of E (δG) for scale free graphs of order 100.
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Figure 15.31: Comparison of E
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for scale free graphs of order 100.
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Figure 15.32: The degree probability distribution function that results from the
numerical simulation of growth with uniform attachment graphs with different
backbones.
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Figure 15.33: The degree probability density function that results from the
numerical simulation of growth with uniform attachment graphs with different
backbones.
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Figure 15.34: Comparison of E (δG) for growth with uniform attachment graphs
of order 50.

different backbones are shown in Figures 15.34, 15.35 for n = 50 and in Figures
15.36, 15.37 for n = 100.

In contrast to the scale free graph, the random graph generated by growth
with uniform attachment does not depend upon its backbone topology. The four
backbones seem to provide nearly indistinguishable results for the expected delta
and expected normalized delta as the size of the graph is increasing.

15.3.5 Comparison among all graph generators

The comparisons of the E (δG) and E
(

δG
diam

)
among random graph generators

are shown in Figures 15.38, 15.39 for n = 50 and in Figures 15.40, 15.41 for
n = 100. Here, the backbone graphs in random graphs, scale free graphs, and
growth with uniform attachment generators are the random trees. In addition,
the β parameter for small world graph is 0.5.

The simulation suggests the following conclusions:

1. As the size of the graph is increasing, the expected delta is decreasing. In
contrast, the expected normalized delta is first decreasing as the expected
delta is decreasing, then approximately constant after its reaches its mini-
mum; finally increasing as the diameter is decreasing. This shows that the
hyperbolic property occurs in the middle range of the sizes of the graphs.
In the beginning, a graph is a tree (except for small world graph) where
the δG vanishes. As the size of graph is increasing, the expected delta
abruptly increases to a certain value and then continuously decreases. In
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Figure 15.35: Comparison of E
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)
for growth with uniform attachment

graphs of order 50.
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Figure 15.36: Comparison of E (δG) for growth with uniform attachment graphs
of order 100.
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Figure 15.37: Comparison of E
(

δG
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)
for growth with uniform attachment

graphs of order 100.
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Figure 15.38: Comparison of E (δG) for all random graph generators of order
50.
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Figure 15.39: Comparison of E
(
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)
for all random graph generators of order

50.
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Figure 15.40: Comparison of E (δG) for all random graph generators of order
100.
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Figure 15.41: Comparison of E
(

δG
diam

)
for all random graph generators of order

100.

the middle range of the sizes of the graphs, the expected delta reaches
a minimum and no longer decreases. This explains the flat curve in the
middle range. As the size of the graph is continuously increasing, the
graph becomes more of a complete graph and the diameter is decreasing
until it is comparable to the δG. This yields an increase of the expected
normalized delta. Therefore the graph is not large enough to observe the
hyperbolic property.

2. Although the expected delta in the scale free generator is not less than
that of the other random graph generators, the expected normalized delta
for the scale free generator is the minimum among all generators. This
suggests that the scale free graphs are more hyperbolic (in the sense of
δG) than the other random graphs.

3. The expected normalized delta’s in the scale free and in the growth with
uniform attachment cases have longer middle ranges than the random
graphs and small world graphs. This suggests that the graphs generated
from the growth process seem to provide longer range of hyperbolic prop-
erties than the graphs without growth process.

4. All random graph generators have the hyperbolic property occurring around
the middle range of the sizes of the graphs. This corresponds to a graph
which intuitively has the probability p of an edge between two different
vertices around 0.15 − 0.25. This follows from the fact that p is roughly



15.4. COMPARISON BETWEEN δF AND δG ANALYSES 233

0 50 100 150 200 250 300 350 400 450 500
0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

number of edges

E
xp

ec
te

d 
de

lta
/d

ia
m

et
er

Comparison of expected delta for several random graphs of order 50

Random graph
Small world graph
Scale free graph
Growth with uniform attachment graph

Figure 15.42: The mathematical expectation of δF /diam versus the total num-
ber of edges for all 4 graph generators. Observe that the scale free graph is the
most hyperbolic.

the fraction of the size of the graph to the total possible number of edges.

15.4 comparison between δF and δG analyses
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Flows on large-scale
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Chapter 16

Robustness against
Curvature Uncertainty

16.1 Introduction

A fundamental feature of a communication network is that every link is assigned
a nominal link cost [85, p. 402], which, depending on the Type of Service (TOS),
reflects communication delay, bandwidth, etc. This link cost defines the metric
d, which in turn defines the curvature. During the operation of the network,
such highly uncertain factors as recently observed outages, congestion recently
observed over the link, delay, packet error rate, etc. are used to readjust the
weights in a feedback scheme, the stability of which is still problematic.

If the network has been modeled as a continuous geometric structure as out-
lined in Chap. ??, this link cost uncertainty leads to the generic problem of
understanding whether a geodesic field, or a geodesic lamination [19], is robust
against curvature uncertainty. From a control perspective, a first way to ap-
proach this curvature uncertainty is to view it as a simple parameter variation
problem, although it is more accurately modeled as an uncertain feedback.

In traditional Riemannian geometry, the issue of the sensitivity of the geodesics
to the end points is well known and is approached using the Jacobi field concept;
however, such a thing as sensitivity to curvature does not appear to have been
formalized. We are adding a new dimension to coarse geometry in the sense
that the “coarseness” of the space here stems neither from the noncommutativ-
ity of the algebra used to represent it, nor from its definition up to a coarsening
operator [76, p. 14], but from its imprecisely defined curvature.

Another generic problem that results from these considerations is the under-
standing of the curvature dependency of control problems over a Riemannian
manifold. For example, in the Linear Quadratic Dynamically Varying track-
ing problem over a Riemannian manifold, as explained in Chapter ??, we have
managed to strip the solution from most of its gij dependency by measuring the
quadratic cost as ⟨x0, Xθ0x0⟩ relative to the bilinear pairing ⟨·, ·⟩ induced by the
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metric gij on the tangent space. In fact, in local coordinates, the Christoffel
symbols completely drop in both the partial differential Riccati equation (??)
and the partial differential operator (??), meaning that the curvature is involved
only in the long range behavior of the control problem. Furthermore, nowhere
in the (long range) stability analysis is there any gij involved, except in the
conditions of stabilizability and detectability. We already proved that these
conditions are robust against variation of the dynamical map f small in the
Whitney topology [38]. From this, it appears that the problem of robustness of
stabilizability and detectability against uncertainty in gij is manageable.

16.2 sensitivity to Christoffel’s symbols

If we view the uncertainty as a mere parameter variation acting on the Christof-
fel symbols as Γi

jk+ ϵ∆
i
jk and if we model the resulting variation of the geodesic

in contravariant coordinates as γi + ϵβi, the variation of the geodesic is given,
in a local coordinate patch, by

d2βi

ds2
+

((
Γi
jk + Γi

kj

) dγk
ds

)
dβj

ds
=
dγj

ds

dγk

ds
∆i

jk (16.1)

The feedback modeling of ∆ is put aside for the time being, but whatever the
outcome, the error field β is given by a linear differential equation with its
coefficients varying according to the nominal dynamics γ, and as such the above
in a Linear Dynamically Varying (LDV) system in the sense of Chapter ??.
Therefore, the strong stability/stabilizability results developed for these systems
are ready to be applied [16, 17, 18].

16.3 sensitivity of geodesics in negative curva-
ture space

This section deals with the archetypical fact that geodesics are well behaved
in negative curvature spaces. By well behaved, we mean that the variation
of the geodesics remains bounded by a quantity depending on the variation of
the curvature. The argument to justify the latter proceeds as follows: The
geodesics for a perturbed metric are quasi-geodesics for the nominal metric,
and as such the geodesics for the perturbed metric are within a bounded dis-
tance of the corresponding geodesics for the nominal metric [23, p. 290]. This
of course holds under the assumption that the perturbation of the negatively
curved metric remains negatively curved. In case of an idealized infinite net-
work, the Gromov-hyperbolic property as defined in Sec. 13.1 is invariant under
quasi-isometry [21, Th. III.1.9], so that, in case the metric variation is a quasi-
isometry, the perturbed metric will stay negatively curved.

The corollary of the above general principle is that the “fluttering” problem
(see [85, p. 405]) in a networks that happens to be hyperbolic is not due to some
extreme sensitivity of the geodesic to the metric, but some feedback instability.



Chapter 17

Worm propagation

17.1 Introduction

A worm can be defined to be a malicious piece of code that self replicates as it
self propagates through a network by exploiting software vulnerabilities. The
distinction between “worm” and “virus” has its roots in biological epidemiology,
where the terminology of “virus” means an organism that consists of a “mali-
cious” DNA or RNA encapsulated in a protein shell and that, as such, is unable
to replicate on its own, but will replicate once it has invaded a host cell [34,
pp. 20-21]. Likewise, a computer virus needs a program on which it attaches,
whereas a worm just propagates on its own.

Here, we look at worm propagation as it relates to the topology of the
underlying graph that serves as propagation medium. By the definition of this
graph, its nodes are either infected, contagious agents or noninfected, susceptible
recipients and its links represent some kind of contacts between nodes that
could transmit the pathogenic agent. There are many worms, propagating in
different ways, and hence there are many propagation graphs. For such worms as
Code-Red choosing their targets by uniform random scanning [66] of the 32 bit
address space, the propagation graph would be random in the sense of Chapter 2,
if the scanning were truly random. However, in most cases, the “random”
scanning is implemented using a pseudorandom number generator and as such
the propagation graph is a traveling salesman path visiting all nodes. In the
case of the faulty pseudo-random number generator of the Slammer/Sapphire
worm [65], the nature of the propagation graph is less clear. For such worms
as Code-Red II and Nimda, which scan preferentially the local subnet [66], the
propagation graph is more towards the physical graph and hence deterministic.
As such, in one time tick, the worm could either travel through several sites
before reaching its target, or it could just attack its immediate neighbor. For an
e-mail worm [70], the graph is the logical e-mail graph in the sense of Chapter A.
Some simulation of Code-Red v2 have used the Autonomous System (AS) graph
where the worm was jumping at random from one AS to another [66].
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There are two accepted propagation models that somehow refer to the prop-
agation mode: the Epidemiological model and the Analytical Active Worm
Propagation (AAWP) model [25]. The former is a traditional, generic model
deeply rooted in public health epidemiology, whereas the former is specifically
devised for computer worms propagating by random scanning.

In this chapter, we study a different aspect of the propagation, in the sense
that it is more relevant to the topology oriented propagation of e-mail worms
and peer-to-peer worms. In this case, the underlying graph structure, e.g., the
mail logical graph in case of e-mail worm, plays a predominant role. This study
is more relevant to such worms as Code Red II and Nimda that preferentially
attack neighbors than to worms that randomly choose their targets. The basic
epidemiological feature that the propagation depends on the fraction of unin-
fected machines remains in this study.

The most specific aspects that are investigated here are the specific features
of propagation on a hyperbolic graph. This of course creates the problem of
generating a great many hyperbolic graphs, so that the general pattern of the
propagation of the infection could be understood. The latter problem is ap-
proached using Cayley graphs of combinatorial group theory as prototype of
hyperbolic graphs.

17.2 epidemiological model

Qualitatively, the epidemiological model is a homogeneous mode of propagation
where any contagious agent could transmit the pathogen to any other suscep-
tible recipient with uniform probability p. This is also sometimes referred to
as homogeneous mixing model. Since any infected node in a vulnerable popu-
lation n could potentially infect any uninfected node with probability p, it can
be said that the propagation occurs on a Gp,n random graph, or the complete
graph Kn where every link has a probability p of carrying the infection. Quan-
titatively, the premise of the epidemiological model is that the infection rate is
proportional to the product of the number of infected nodes and the fraction
of uninfected nodes. That the rate depends on the number of infected agents
is obvious. The dependency on the number of uninfected subjects relates to
the fact that the infection rate depends on the number of subjects susceptible
of being infected. Specifically, let β(t) be the number of infected subjects in a
“vulnerable” population of n (the rationale for the notation β(t) will become
clearer later). Define the fraction of uninfected subjects as

1− β(t)

n

The epidemiological model is sometimes referred to as the famous “logistic”
equation,

β̇(t) = rβ(t)

(
1− β(t)

n

)
− dβ(t)
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where r is the contact rate, that is, the average number of times an infected
agent will infect a susceptible subject per unit time, and d is the death rate, that
is, the rate at which infected agents die and are no longer considered “infected,”
nor are they contagious. For example, in case of Code-Red, which does uniform
scanning on the 32 bits IP address space, r = s n

232 , where s is the scanning rate.
To study this infection, one could plot the number of infected nodes β(t) versus
t, but we prefer to plot the rate of infection per agent v, that is, the average
number of subjects that will soon become infected divided by the number of
contagious agents, that is, assuming d = 0,

v =
β̇

β
= r

(
1− β

n

)
Clearly, for a discrete-time evolutionary model, the normalized infection rate
would be measure as

v =
βk+1 − βk

βk

17.3 Analytical Active Worm Propagation

The AAWP model is more accurate than the epidemiological model, in the
sense that it incorporates the feature that most worms do a network scanning
to choose their next target. The AAWP model is better suited to totally random
scanning, although it can be modified to model the preferential scanning limited
to the local subnet. In addition to the fundamental feature of the epidemiological
model, the AAWP model incorporates some elementary model of the patching
that users are putting in place when they are warned that a worm is crawling
throughout the network. The model is based on the following lemma:

Lemma 19 Let n be the total number of vulnerable machines and let bk be the
number of infected machines at time k. Set bk+1 = bk +∆k. Then if E(∆k|j)
denotes the expectation of ∆k under j scans,

E(∆k|j) = (n− bk)

(
1−

(
1− 1

232

)j
)

Proof. The proof [25, Theorem 1] is by induction on j. The formula is obviously
satisfied for j = 0. Furthermore,

E(∆k|j + 1)

= (E(∆k|j) + 1)
n− bk − E(∆k|j)

232
+ E(∆k|j)

(
1− n− bk − E(∆k|j)

232

)
=

n− bk − E(∆k|j)
232

+ E(∆k|j)

=
n− bk
232

+ (1− 1

232
)(n− bk)(1− (1− 1

232
)j)

=
n− bk
232

(1− (1− 1

232
)j+1)
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�
Since there are sbk scans during one time tick, the model takes the form

bk+1 = bk + (n− bk)

(
1−

(
1− 1

232

)sbk
)

The above model can be refined by introducing a death rate d and a patch rate
u,

bk+1 = (1− d− u)bk +
(
(1− u)kn− bk

)(
1−

(
1− 1

232

)sbk
)

The graph over which the propagation occurs is again the Gp,n graph in the
random scanning case.

17.4 comparison between two models

The AAWP model is closer to the epidemiological model than one might first
believe, at least for sbk << 232. Indeed, under this condition, we have(

1− 1

232

)sbk

≈ 1− sbk
232

so that the AAWP model becomes

bk+1 = (1− d− u)bk +
(
(1− u)kn− bk

) sbk
232

Under the no patch (u = 0) condition, and if T denotes the time between two
clock ticks, the above becomes,

bk+1 − bk
T

=
sn

T232
bk

(
1− bk

n

)
− d

T
bk

The above is clearly equivalent to the epidemiological model.



Chapter 18

Groups, Cayley graphs, and
Cayley Complexes

Let ⟨g1, ..., gr|R1, ..., Rm⟩ be a presentation of a group Γ by generators and rela-
tors. The Cayley graph of this presentation is the graph rooted at the identity
element 1, with branches corresponding to right multiplication by gi, g

−1
j . The

relators Ri destroy the tree structure of the graph and create loops. The dis-
tance between two words d(w1, w2) is the minimum number of generators gi, g

−1
j

needed to construct w−1
1 w2. It is easily seen that this distance is symmetric and

that the Cayley graph is a geodesic space. Of course, a communication network
graph is far from a Cayley graph, the chief difference being that communication
network graphs are more heterogeneous; nevertheless, Cayley graphs because
they are so well understood provide an ideal testbed of new theories. For exam-
ple, the rate of propagation of a worm on a graph appears to be slowed down
by loops; this phenomenon is most easily analyzed on Cayley graphs of “small
cancellation” groups (see [59, Chap. V]), because the number of loops and their
sizes are easily controlled by the relators and their word length.

18.1 basic definitions

A group (Γ,×) is a set Γ endowed with an internal law × satisfying the condi-
tions

• Associativity: (a× b)× c = a× (b× c).

• Neutral Element: a× 1 = 1× a = a.

• Inverse Element: a× a−1 = a−1 × a = 1.

The internal composition law is written as a multiplication to indicate that it
need not be commutative. If, however, the internal composition law satisfies
the extra condition

243
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• Commutativity: a× b = b× a,

then the group is said to be Abelian. From here on we will drop the × symbol
and write the “multiplicative” law as a mere juxtaposition, viz., a× b = ab.

The order of a group Γ is the cardinality of Γ as a set. This cardinality
is written |G|. The order of an element γ ∈ Γ is the order of the subgroup it
generates. Clearly the subgroup generated by γ is {1, γ, γ2, ...}. If m is the least
integer such that γm = 1, the element γ is said to be of order m.

H ⊆ Γ is said to be a subgroup if it is closed under the multiplicative law.
Hγ = {hγ : h ∈ H} is called the right coset of H in Γ. A similar definition holds
for the left coset. Two cosets Ha,Hb with a ̸= b are either equal or disjoint. It
is easily seen that the group Γ can be partitioned as Γ = Ha∪Hb∪Hc∪ ... for
some selected elements a, b, c, ... ∈ Γ. It is easily seen that to each partitioning
in right cosets there is a corresponding partitioning in left cosets, and vice versa.
The number of (right or left) cosets in a partitioning is called the index of the
subgroup H in Γ and is written [Γ : H]. This notation is motivated by the fact
that, if Γ is finite, then so is H and the order of H divides the order of Γ and

the quotient |Γ|
|H| is the index.

If Γ is not Abelian, it is easily seen that the set of right cosets does not
form a group, which we would call the quotient group Γ/H. This motivates the
definition of a normal subgroup N ⊆ Γ to be a subgroup such that γ−1nγ ∈ N ,
∀γ ∈ Γ, ∀n ∈ N . In other words, given nγ, n ∈ N , there always exists an
n′ ∈ N such that nγ = γn′. It follows that for a normal subgroup, the right and
left cosets are the same, viz., Nγ = γN . Given two cosets Nγ1 = γ1N , Nγ2 =
γ2N , the multiplication of any two representatives n1γ1 = γ1n

′
1, n2γ2 = γ2n

′
2

yields a representative n1γ1γ2n
′
2 of the coset Nγ1γ2 = γ1γ2N . Hence the cosets

unambiguously form a group, called quotient group and written Γ/N .
Conversely, there arises the question as to whether a group can be recon-

structed from a normal subgroup and its quotient by the normal subgroup.
More specifically, if we are given two groups N and Q, can we find a group Γ
such that N is normal in Γ and Q = Γ/N? In other words, can we find a group
Γ that fits within the short exact sequence

0→ N → Γ→ Q→ 0

The answer is yes and is given by the direct product of N and Q. More generally,
the group extension problem addresses the problem of exhausting all groups Γ
fitting within the above short exact sequence. More involved however is the
problem of reconstructing the cohomology of Γ from the cohomology of N and
Γ/N . The answer is given by a successive approximation procedure, called the
Lyndon spectral sequence.

A set of generators for a group is a subset of group elements a1, ..., an such
that every element of the group can be reconstructed as the product of selected
generators and their inverses in some selected order. Such a product is called
a word. The group so generated by a1, ..., an is called the free group on n
generators and is written < a1, ..., an >. It is easily seen that all free groups on
n generators are isomorphic, so that any such group is sometimes rewritten as
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Fn. In most of the interesting cases, however, the group is restricted by some
constraints among its generators. These constraints are called relators and are
usually written as Ri(a1, ..., an) = 1, where Ri is a monomial in the ai’s and
their inverses. The typical example is an Abelian group in which the generators
are related by aiaja

−1
i a−1

j = 1. The group defined by the set of generators
A = {a1, ..., an} and relators R = {R1, ..., Rp} is written Γ =< A,R >, the
presentation of the group in terms of generators and relators.

Even when a group is defined by only one relation, it should be observed
that the cyclic conjugates of the relation word are also relations. For example,
if Γ =< a, b, c|abc >, the relation abc = 1 yields bc = a−1 and hence bca = 1.
Observe that (b, c, a) is a cyclic permutation of (a, b, c); hence the terminology
that bca is the cyclic congugate of abc. Observe that, in this example, there is
still one more cyclic congugate of the relation, cab = 1. If a group is presented
as < A|R >, define F be the free group on the generators A and let N be
the normal closure of R (and its cyclic congugates). The normal closure is the
smallest normal group containing the relations (and their cyclic congugates). It
follows that the group Γ can also be described as the quotient F/N .

18.2 examples of groups

Groups are abundant in mathematics and in physics. A group is most easily
defined by a textual description of its elements and its composition law. How-
ever, in most cases, the textual description in argot language can be translated
in the formal language of generators and relators.

18.2.1 polynomial matrices groups

Recall that a square polynomial matrix P (s) is said to be unimodular whenever
det(P (s)) = 1, ∀s. It is well known, and easily verified, that the group of
unimodular matrices is freely generated by the identity matrix I and all all
matrices G±

ij , i, j = 1, ..., n, where G±
ij is the matrix composed of one’s on the

diagonal, ±s in the (i, j)-position, and zeros everywhere else.

18.2.2 The modular group

Recall that a Möbius transformation is a bilinear mapping of the complex plane
into itself

C → C

z 7→ az + b

cz + d

and such that det

(
a b
c d

)
̸= 0. If, in addition, a, b, c, d ∈ Z and det

(
a b
c d

)
=

1, then the transformation is said to be modular. The set of such transforma-
tions form the modular group, also referred to as the projective special linear
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group PSL(2,Z) of transformations of C2 with integer coefficients. If we define
the generators,

f(z) = −1

z
, g(z) =

1

−z + 1

then a presentation of the modular group is

PSL(2,Z) =
⟨
f, g

∣∣f2, g3 ⟩
(See [60, Sec. 1.4].)

18.2.3 combinatorial groups

The permutation group ΣS of the set S is the set of bijections π : S → S
under composition of transformations. The symmetric group Σn is the group
of all permutation of {1, 2, ..., n}. To define Σ{a,b,c} in terms of generators and
relators, define the generator p to be the cyclic permutation a 7→ b 7→ c and q
to be the cyclic permutation a 7→ c. Then (see [60, Sec. 1.1])

Σ{a,b,c} =< p, q : p3, q2, pq = qp2 >

Another presentation is in terms of the generator r defined to be the cyclic
permutation a 7→ b and the generator s defined as the cyclic permutation a 7→ c.
Indeed, it can be shown that (see [60, Sec. 1.1])

Σ{a,b,c} =< r, s : r2, s2, (rs)3 >

A transposition tij is an elementary permutation of {1, 2, ..., n} fixing all el-
ements except i, j, that is, tij(1, 2, ..., i, ..., j, ..., n) = (1, 2, ..., j, ..., i, ..., n). The
alternating group An ⊂ Σn is the group of transformations {1, 2, ..., n} →
{1, 2, ...n} consisting of an even number of transpositions. Equivalently, it is
the subgroup of Σn such that Π1≤i<j≤n(xi − xj) = Π1≤i<j≤n(xπ(i) − xπ(xj)).

The dihedral group Dn is the group of symmetries of a regular n-gon. A
representation of D2n is the group of matrices(

±1 k
0 1

)
with their elements in Z mod k and under matrix multiplication. If we define
as generators

a =

(
+1 1
0 1

)
, b =

(
−1 0
0 1

)
then the presentation is

D2n = ⟨a, b|an, b2, ba = a−1b⟩
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18.2.4 Braid group

It is probably out of knot theory [1, 4, 56] that presentation of groups in terms
of generators and relators comes out most naturally. Consider n strings hanging
vertically from their top end points t1, t2, ..., tn arranged from left to right on
a horizontal line. The strings go in a “box” in which they are crossed in such
a way that along every string the height of a point is a decreasing function
of the string length measured from the top end point, and the strings get out
of the box in the sequence b1, ...bn of bottom end points arranged from left to
right on a horizontal line parallel to the top one. Such a crossing of the strings
as they go from the top line to the bottom line is called a braid. Formally, a
braid is the track of an isotopy {t1, ..., tn} → {b1, ..., bn} (see [45, p. 111]). No
distinction is made between two braid that can be deformed into each other
without crossing. Formally, no distinction is made between two braids that can
be transformed into each other by an isotopy with fixed top end points and
bottom end points (see [56, p. 9]). Clearly, such (isotopy classes of) braids can
be composed to yield the braid group Bn on n strings. For this group, define
generators σ1, ..., σn−1, where σi, i = 1, ..., n− 1 is the braid in which strings i
and i+ 1 cross once, with string i on top of string i+ 1, while all other strings
do not cross. Observe that σi is not the transposition ti,i+1 because the latter
contains no information as to whether string i goes on top or underneath string
i + 1. Then it can be shown (see [56, p. 10]) that a presentation of the braid
group Bn is given by

Bn =

⟨
σ1, ..., σn−1

∣∣∣∣ σiσj = σjσi, for |i− j| ≥ 2
σiσi+1σi = σi+1σiσi+1

⟩
The connection with links and knots is established via the concept of closed

braids. Recall that a m component link is a smooth embedding of m disjoint
circles into R3. A knot is a smooth embedding S1 → R3. Clearly, a knot is a
1-component link. A closed braid is obtained by connecting the top and bottom
end points of a braid box by the identity braid. The celebrated Alexander
theorem asserts that every link or knot has a representation as a closed braid
(see [1, Sec. 5.4] for an elementary proof).

18.2.5 the fundamental group

Intuitively a surface S might have closed paths that cannot be shrunken to a
point. Furthermore, nontrivial closed paths can be combined to produce more
complicated closed paths; for example, combining a closed path around the
great circle of a torus with several closed paths around the small circle yields a
“coil of a ferrite.” The fundamental group of a surface or manifold is the group
of all nontrivial closed paths, up to continuous deformations, endowed with the
composition of paths operation.

Formally, given a topological space X along with a reference point x0, called
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base-point, a path on X hinged at x0 is a continuous function

f : [0, 1] → X

t 7→ f(t)

such that
f(0) = f(1) = x0

Two paths f, g on x0 are said to be base point preserving homotopic if there
exists a function

F : [0, 1]× [0, 1] → X

(s, t) 7→ Fs(t)

such that
F0(t) = f(t), F1(t) = g(t)

Fs(0) = Fs(1) = x0

We shall not make a distinction between two paths that are homotopic. Given
two paths f, g, their product or composition is the path f ∗ g defined as

f ∗ g : [0, 1] → X[
0,

1

2

]
∋ t 7→ f(2t)[

1

2
, 1

]
∋ t 7→ g(2t− 1)

The composition path so defined is required to pass through the base point for
t = 1

2 , but the paths base point preserving homotopic to f ∗ g are not. The
homotopy class of f ∗ g is written {f ∗ g}. It is easily seen that the latter can
be obtained from any representative of the homotopy classes of f, g so that that
{f ∗ g} = {f} ∗ {g}. The identity path is the constant mapping into x0. The
inverse path is simply the path traversed in reverse direction. The fundamental
group π1(X,x0) of the space X relative to the base point x0 is the group of all
homotopy classes of closed paths endowed with the composition operation ∗. In
general, this group is not Abelian.

The fundamental group in a sense depends only weakly on the base point.
Formally, a change of base point from x0 to x1 changes the fundamental group
by no more than a group isomorphism

π(X,x0)→ π(X,x1)

It is customary to find generators for the fundamental group. For example,
for a “8” with the cross point chosen as base point, the two generators could
be the top and bottom loops of the “8,” the top loop with clockwise direction
and the bottom loop with counterclockwise direction. The composition of the
two generators would be the whole figure “8.” For a torus, the two generators
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would be a closed loop around the small circle and a closed loop around the
large circle. For a surface of genus 2, things are a little more complicated.
Clearly, if we weld two tori, there are 4 generators, two generators a1, a2 around
the two small circles and two generators b1, b2 around the two large circles. The
problem is that these generators are not independent. In fact, it takes a little bit
of geometric intuition to observe that a1b1a

−1
1 b−1

1 is homotopic to b2a2b
−1
2 a−1

2 ,
so that we have a relation a1b1a

−1
1 b−1

1 a2b2a
−1
2 b−1

2 = 1. In other words,

π(S2, s0) =< a1, b1, a2, b2|a1b1a−1
1 b−1

1 a2b2a
−1
2 b−1

2 >

In general, for a surface of genus g,

π(Sg, s0) =< a1, b1, a2, b2, ..., agbg|a1b1a−1
1 b−1

1 a2b2a
−1
2 b−1

2 ...agb2a
−1
g b−1

g >

In particular, for the usual torus,

π1(S1, s0) =< a1, b1, a2, b2|a1b1a−1
1 b−1

1 >

that is, the fundamental group is Abelian.

18.3 The Burnside problem

A finitely presented group may or may not be infinite and it is in general not
easy to determine whether a finitely presented group is finite. In particular, if
Γ is a finitely presented group such that every element γ is nilpotent, that is,
γm(γ) = 1, where m(γ) might depend on γ, it is true that the group is finite?
This is the celebrated Burnside problem. The answer is that the group is not
in general finite.

The solution to the Burnside problem is very complicated and in fact was
only recently solved by Zelmanov, who was awarded the Fields Award (the
“Nobel Prize” in Mathematics) for the solution to the problem.

A somewhat restricted version of the Burnside problem is the case of a finitely
presented group such that there exists an m such that γm = 1, ∀γ. Observe
that, here, m does not depend on the word γ. Again, the answer is that the
group is not finite in general.

More formally, define
B(e, n) = Fn/N

where N is the normal subgroup of Fn generated by all eth powers of elements
of Fn. B(e, n) is called Burnside group on n generators and exponent e. For
e = 2, we have a2 = 1 and hence a = a−1; furthermore (ab)(ab) = aba−1b−1 = 1
so that the group is Abelian. Therefore, the group is finite.

We can illustrate the Burnside problem for the case where m = 2 by com-
puting the number of words of a certain lenth goes and showing that it goes to
zero as the length increases. Consider the group

Γ =< a, b, c, ...|γ2 = 1 >
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on n generators, where γ is an arbitrary word, and let us prove that it is finite.
Let N(k) be the number of words of minimal length k. We find a recursion on
N(k). Consider a word w = a1...ak of length k and let us add a generator ? so
as to create a word w? of length k + 1. Clearly, ? could not be the rightmost
generator ak in w for otherwise we would get a word of length k−1 rather than
k + 1. Therefore,

N(k + 1) ≤ N(k)(n− 1)

Next, we have to make sure that ak−2ak−1 ̸= ak? for otherwise we would get
a word of length k − 3. Therefore,

N(k + 1) ≤ N(k)(n− 1)−N(2)N(k + 1− 4)

Next, we want to make sure that ak−4ak−3ak−2 ̸= ak−1ak? for otherwise we get
a word of lenth k − 5. Hence

N(k + 1) ≤ N(k)(n− 1)−N(2)N(k + 1− 4)−N(3)N(k + 1− 6)

The recursion should now be obvious. We keep on removing unacceptable ?’s
until we have exhausted all unacceptable solutions and this yields

N(k + 1) = N(k)(n− 1)−
∞∑
x=2

2x≤k+1

N(x)N(k + 1− 2x)

It is clearly seen that for whatever number of generators, N(k) eventually goes
to zero.

For example, if n = 3, we get

N(1) = 3

N(2) = 6

N(3) = 6× 2 = 12

N(4) = 12× 2−N(2) = 18

N(5) = 18× 2−N(2)N(1) = 18

N(6) = 18× 2−N(2)N(2)−N(3)× 1 = −12

Therefore, it appears that with 3 generators the maximum word length is 5. As
such the group is finite.

18.4 Commutator calculus

NonAbelian groups are, from the point of view of computation and complexity,
extremely difficult to handle. The concept of solvability of a given group comes
as some kind of a reassurance that despite the fact that the group is nonAbelian,
it is computationally tractable. Define the commutator of two elements a, b to be
[a, b] = aba−1b−1. The derived group Γ′ is defined to be the subgroup generated
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by all commutators of Γ. Equivalently, Γ′ = [Γ,Γ]. It is easily seen that Γ′ is a
normal subgroup and that Γ/Γ′ is Abelian. A group Γ is said to be solvable if
the derived series

Γ ⊇ Γ′ ⊇ Γ′′ ⊇ ...
eventually terminates with an Abelian group. Equivalently, there exists a se-
quence of normal subgroups

Γ ⊇ N1 ⊇ N2 ⊇ ...

such that Ni/Ni+1 is Abelian.
Γ is said to be nilpotent if the lower central series

Γ ⊇ [Γ,Γ] ⊇ [Γ, [Γ,Γ]] ⊇ ...

eventually terminates with 1. A nilpotent group is solvable.
Solvability of groups is crucially related to such traditional problems as so-

lution of equations by radicals and compass and ruler constructions. This is the
so-called Galois theory. In particular the Galois theory states that an equation
is solvable by radicals if the symmetry group of its roots is solvable. It can
be shown that Sn, n ≥ 5 is not solvable. Therefore, we obtain the celebrated
result that the quintic equation is not solvable by radicals. Another celebrated
traditional problem–the fact that an angle cannot be trisected–has to do with
the fact that the Galois group of a related field extension is not solvable.

18.5 Cayley graphs

The Cayley graph of a finitely presented groups is the graph, the nodes of which
are all (reduced) words of the groups and two words w1, w2 are linked iff there
exists a generator a such that either w1a = w2 or w1a

−1 = w2. Each link is
bidirectional in the sense that going along the link in one direction corresponds
to multiplication by, say, a while going in the reverse direction would be multi-
plication by a−1. Therefore, the Cayley graph is defined to be undirected. The
Cayley graph is rooted at the identity element 1.

The Cayley graph of a free group is a tree. The Cayley graph of an Abelian
group on n generators is the n-dimensional cubical lattice.

The Cayley graph is made a metric space as follows: Each link is assigned a
weight of 1. The distance between two words, w1, w2 is defined as

d(w1, w2) = min{m : w1ai1ai2 ...aim = w2, ai or a
−1
i ∈ A}

In other words, d(w1, w2) is the minimum number of hops between w1 and w2.
It is easily seen that this is a distance, i.e., that it satisfies the triangle inequality.
The length of a word w is defined to be its distance from 1,

ℓ(w) = d(1, w)

in other words, it is the minimum number of generators (or their inverses) that
is needed to construct the word.
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18.6 growth functions

The growth function is defined as

β(k) = #{γ : d(1, γ) ≤ k}

The growth series is defined as

B(z) =
∞∑
k=0

β(k)zk

The spherical growth function is defined as

σ(k) = β(k)− β(k − 1) = #{γ : d(1, γ) = k}

The spherical growth series is defined as

Σ(z) =
∞∑
k=0

σ(k)zk

It is easily seen that

β(k) =
k∑

ℓ=0

σ(ℓ)

from which it follows that

B(z) = Σ(z)(1 + z + z2 + ...) =
Σ(z)

1− z
Clearly β(k) is of exponential growth iff the radius of convergence of the B(z)
series is < 1. A similar statement would hold for the spherical growth. In
fact, because of the relation between the growth series, it follows that β(k) is
exponential iff σ(k) is exponential.

Clearly, if we take two groups elements γ1 and γ2 and multiply them, some
cancellations might occur. It follows that the length is sublogarithmic, that is,

ℓ(γ1γ2) ≤ ℓ(γ1) + ℓ(γ2)

Now, consider the following string:

{γ : ℓ(γ) ≤ k1 + k2} = {γ1γ2 : ℓ(γ1) ≤ k1, ℓ(γ2) ≤ k2}
⊆ {γ1 : ℓ(γ1) ≤ k1} × {γ2 : ℓ(γ2) ≤ k2}

The subset inclusion stems from the fact that there are many ways of break-
ing a word γ as γ1γ2. Taking the resulting subset inclusion and going to the
cardinality we find that the growth function is subexponential, that is,

β(k1 + k2) ≤ β(k1)β(k2)

Theorem 60 The (spherical) growth series of a finitely presented Gromov hy-
perbolic group is rational.

Theorem 61 A group Γ has polynomial growth if and only if if contains a
nilpotent group of finite index.



Chapter 19

worm propagation on
Cayley graphs

19.1 growth function propagation model

Assume a worm is born at the identity element of a Cayley graph at time k = 0
and that from every node it will infect in one time tick all nodes within a unit
distance of an infected node. As such, the worm propagates from the identity
element through the whole graph. At time k, there are β(k) infected nodes,
where β(k) is the growth function introduced in Section 18.6. The problem is
that this kind of infection on a Cayley graph is not of the homogeneous mixing
type, because among the β(k) infected nodes, only σ(k) of them, where σ(k)
is the spherical growth function of Section 18.6, are “active,” or “contagious,”
and only those nodes could infect those at a distance (k + 1) of 1. The lack
of homogeneity is two-fold: first, the contagious agents are inhomogeneous in
the infected population and, second, the contagious agents can only target a
population of recipient inhomogeneous in the uninfected population. In this
inhomogeneous case, given that β(k+1)−β(k) subject will be infected by σ(k)
agents, the infection rate, normalized per unit contagious agent, is

v =
β(k + 1)− β(k)

σ(k)
=
σ(k + 1)

σ(k)

The quantity σ(k+1)
σ(k) can be referred to as number of uninfected neighbors. Our

objective is to achieve an analytical understanding of the normalized speed of
propagation, given the analytical understanding of the growth function. Specif-

ically, we would like to plot σ(k+1)
σ(k) as a function of k, that is, as a function of

the time. Another possibility is to plot σ(k+1)
σ(k) as a function of β(k), that is, as

a function of the total number of infected nodes.

253
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19.2 Elementary examples of worm propagation

19.2.1 free group

For a free group on n generators, the unit element has n outflowing links, each
producing a distinctive new element of length 1. Therefore, σ(1) = 2n. However,
at any nontrivial node γ, that is, a node at a distance k ≥ 1 from the identity,
there are only 2n − 1 links that yield an element of length k + 1; indeed, the
link that multiplies by the inverse of the rightmost generator in γ yields a word
of length k − 1, not k + 1. It follows that σ(k) = 2n(2n − 1)k−1, k ≥ 1. The
spherical growth series is

Σ(z) = 1 + 2nz + 2n(2n− 1)z2 + 2n(2n− 1)2z3 + ...

= 1 + 2nz
(
1 + (2n− 1)z + (2n− 1)2z2 + ...

)
= 1 + 2nz

1

1− (2n− 1)z

=
1 + z

1− (2n− 1)z

and the growth series is

B(z) =
1 + z

(1− z)(1− (2n− 1)z)

It follows that the worm propagation speed σ(k)
σ(k−1) is constant, equal to

(2n− 1) for k ≥ 1.

19.2.2 Abelian group

We now consider the growth problem in an Abelian group Γ =< a1, ..., an|aiaja−1
i a−1

j >
on n generators. First, observe that if Γ is Abelian, [Γ,Γ] = 1, so that an Abelian
group is nilpotent. Therefore, Γ contains a nilpotent subgroup (Γ) of finite index
(1), so that by Theorem 61, the growth should be polynomial.

In the case of an Abelian group, any word is of the form γ = ax1
1 ...a

xn
n , xi ∈ Z

and can be viewed as a point with coordinates (x1, ..., xn) in Rn. It follows that
β(k) and σ(k) are the cardinalities of the sets

{γ ∈ Γ : ℓ(γ) ≤ k} = {(x1, ..., xn) :
n∑

i=1

|xi| ≤ k}

{γ ∈ Γ : ℓ(γ) = k} = {(x1, ..., xn) :
n∑

i=1

|xi| = k}

Clearly the points of the first (the second) set are within the rhombus (the
boundary of the rhombus) with vertices

(±k, 0, ..., 0), (0,±k, ..., 0), ..., (0, 0, ...,±k) (19.1)
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Let βn(k) (σn(k)) be the number of word points in the rhombus (on the bound-
ary of the rhombus) of size k in dimension n. The recursion for the σ’s is easily
seen to be

σn(k + 1) = σn(k) + σn−1(k + 1) + σn−1(k)

The intuition behind the above is the following: The (k + 1) boundary shell
of the rhombus, which has σn(k + 1) elements, can be obtained from the k
boundary, which has σn(k) elements, by slicing the k boundary into two pieces,
x≥0 andx1 < 0, and moving the pieces of k boundaries one step along the x-axis
so as to fit the pieces with the (k+1) boundary at apexes (±(k + 1), 0, ..., 0).
To do this symmetrically, we need another version of the x0 = 0 basis of the
k-shell, which has σn−1(k) elements. After doing so, we are missing the x0 = 0
basis of the (k+1) shell, which has σn−1(k+1) elements. This yields the above
formula.

Now, multiplying the above by zk and taking the summation over all k’s
yields,

1

z
Σn(z) = Σn(z) +

1

z
Σn−1(z) + Σn−1(z)

that is,

Σn(z)

Σn−1(z)
=

1 + z

1− z

and finally

Σn(z) =

(
1 + z

1− z

)n

from which σn(k) and βn(k) can easily be found.

We put in the following table some of the σn(k)’s. The column index is the
length k, starting at k = 0, while the row index is number n of generators.

n = 2 n = 3 n = 4 n = 5 n = 6 n = 7
σn(0) 1 1 1 1 1 1
σn(1) 4 6 8 10 12 14
σn(2) 8 18 32 50 72 98
σn(3) 12 38 88 170 292 462
σn(4) 16 66 192 450 912 1666
σn(5) 20 102 360 1002 2364 4942
σn(6) 24 146 608 1970 5336 12642
σn(7) 28 198 952 3530 10836 28814
σn(8) 32 258 1408 5890 20256 59906
σn(9) 36 326 1992 9290 35436 115598
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n = 2 n = 3 n = 4 n = 5 n = 6 n = 7
βn(0) 1 1 1 1 1 1
βn(1) 5 7 9 11 13 15
βn(2) 13 25 41 61 85 113
βn(3) 25 63 129 231 377 575
βn(4) 41 129 321 681 1289 2241
βn(5) 61 231 681 1683 3653 7183
βn(6) 85 377 1289 3653 8989 19825
βn(7) 113 575 2241 7183 19825 48639
βn(8) 145 833 3649 13073 40081 108545
βn(9) 181 1159 5641 22363 75517 224143

A plot of σ4(k)
σ4(k−1) versus k is shown in figure 19.1.

Plots of σ4(k)
σ4(k−1) versus β(k) are also available in Figure 19.2 and Figure 19.3.

Figure 19.2 shows the large scale behavior, while Figure 19.3 rather focuses on
the details of the area where the number of infected nodes is not too large.

It is claimed that, ∀n, limk→∞
σn(k)

σn(k−1) = 1. To show this, we proceed to

evaluate the spherical growth asymptotically for large k’s. Clearly, for large k’s
β(k) is the volume of the rhombus Rk with vertices given by 19.1. Clearly,

vol(Rk) = vol(R1)k
n

so that
β(k) = vol(R1)k

n

Clearly, the growth is polynomial in k. As far as worm propagation is concerned,
we get

σ(k)

σ(k − 1)
=

kn − (k − 1)n

(k − 1)n − (k − 2)n
k→∞−→ 1

as claimed.
Clearly, the propagation in the case of an Abelian group is drastically reduced

compared with the case of a free group.

19.3 cancellation groups

19.3.1 one versus two cancellation

So far we have been looking at two extremes cases–free groups (no relations)

and Abelian groups (

(
n
2

)
) relations. We now look at those intermediate cases

characterized by one single relation. Even in the case of one single relation, there
are plenty of groups structures, depending mainly on the amount of cancellation
involved between the relation and its cyclic conjugates. Here we look at small
cancellation groups [59]; more specifically, one and two cancellation groups.

The case studies involve groups with n = 2 generators and a variety of
small cancellation relations as shown in Figure 19.4. The overall shape of the
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Figure 19.1: The number of uninfected nodes versus the time (or distance) k.



258 CHAPTER 19. WORM PROPAGATION ON CAYLEY GRAPHS

0 0.5 1 1.5 2 2.5

x 10
5

0

2

4

6

8

10

12

14
Worm propagation on Cayley graph of Abelian group on n generators

β(k)

σ n(k
)/

σ n(k
−

1)

n=7 
n=6 

n=5 

n=4 

Figure 19.2: Large scale behavior of the number of uninfected nodes versus the
total number of infected nodes.
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Figure 19.3: Details of the behavior of the number of uninfected nodes versus
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curve is still the one established empirically by simulation, that is, first a fast
propagation of the worm, followed by a time of real slow propagation, and then
a possibly small flare-up in the propagation and eventually a leveling off.

To be slightly more specific, for the very first steps of the propagation,
that is, for k < [ℓ(R)/2] for ell(R) even and k ≤ [ℓ(R)/2] for ℓ(r) odd, the
relator R has not yet manifested itself, so that the propagation σ(k)/σ(k − 1)
is exactly the same as that of the free group Fn on the generators. Thereafter,
asymptotically as k gets larger, as shown in Figures 19.4,19.8,19.9, the speed
of propagation appears to be dictated more by the length of the relator than
by the cancellation. In case of equal length relators, however, Figures 19.6,19.7
indicate that the propagation is slightly faster for the 1-cancellation case.

19.3.2 two versus three cancellation

The situation is pretty much the same as in the previous case. Early on, as long
as the relator has not yet kicked in, the propagation follows the free propagation
rule of Section 19.2.1. Asymptotically as the propagation speed levels off, Fig-
ures 19.10,19.11 indicate that the propagation depends essentially on the length
of the relator. On the other hand, Figures 19.12 indicates that with the same
relator length, the 3-cancellation case propagates faster that the 2-cancellation
case.
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Figure 19.4: Number of uninfected nodes versus time of one versus two cancel-
lation groups. OneVsTwo1.
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Figure 19.5: Number of uninfected nodes versus time of one versus two cancel-
lation groups. OneVsTwo2.
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Figure 19.6: Number of uninfected nodes versus time of one versus two cancel-
lation groups. OneVsTwo3.
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Figure 19.7: Number of uninfected nodes versus time of one versus two cancel-
lation groups. OneVsTwo4.



19.3. CANCELLATION GROUPS 265

0 2 4 6 8 10
2

2.5

3

3.5

4

k

σ(
k)

/σ
(k

−
1)

1−cancellation a.b.a−1.b6=1
2−cancellation a2.b.a−2.b=1

0 2 4 6 8 10
2

2.5

3

3.5

4

k

σ(
k)

/σ
(k

−
1)

1−cancellation a.b.a−1.b−1.a6=1
2−cancellation a2.b.a−2.b2=1    

0 2 4 6 8 10
2

2.5

3

3.5

4

k

σ(
k)

/σ
(k

−
1)

1−cancellation a.b2.a−1.b6=1
2−cancellation a3.b.a−2.b=1  

0 2 4 6 8 10
2

2.5

3

3.5

4

k

σ(
k)

/σ
(k

−
1)

1−cancellation a.b2.a−1.b−1.a2.b4=1
2−cancellation a2.b2.a−2.b−2=1      

Number of Uninfected Nodes of 1−Cancellation Cayley graphs Vs 2−Cancellation Cayley graphs.                          
The length of the relator in 1−Cancellation is greater than that in 2−Cancellation. (σ − Spherical Growth Function)

Figure 19.8: Number of uninfected nodes versus time of one versus two cancel-
lation groups. OneVsTwo5.
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Figure 19.9: Number of uninfected nodes versus time of one versus two cancel-
lation groups. OneVsTwo6.
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Figure 19.10: Number of uninfected nodes versus time of two versus three can-
cellation groups. TwoVsThree1.
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Figure 19.11: Number of uninfected nodes versus time of two versus three can-
cellation groups. TwoVsThree2.



19.3. CANCELLATION GROUPS 269

0 2 4 6 8 10
2

2.5

3

3.5

4

k

σ(
k)

/σ
(k

−
1)

2−cancellation a2.b.a−2.b.a.b=1
3−cancellation a3.b.a−3.b=1    

0 2 4 6 8 10
2

2.5

3

3.5

4

k

σ(
k)

/σ
(k

−
1)

2−cancellation a2.b.a−2.b2.a.b=1
3−cancellation a3.b.a−3.b2=1    

0 2 4 6 8 10
2

2.5

3

3.5

4

k

σ(
k)

/σ
(k

−
1)

2−cancellation a3.b.a−2.b.a.b3=1
3−cancellation a4.b.a−3.b3=1    

0 2 4 6 8 10
2

2.5

3

3.5

4

k

σ(
k)

/σ
(k

−
1)

2−cancellation a2.b2.a−2.b−2.a2.b2=1
3−cancellation a3.b3.a−3.b−3=1        

Number of Uninfected Nodes of 2−Cancellation Cayley graphs Vs 3−Cancellation Cayley graphs.                      
The length of the relator in 2−Cancellation is equal to that in 3−Cancellation. (σ − Spherical Growth Function)

Figure 19.12: Number of uninfected nodes versus time of two versus three can-
cellation groups. TwoVsThree3.
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Figure 19.13: Number of uninfected nodes versus time of two versus three can-
cellation groups. TwoVsThree4.



Chapter 20

Worm defense

Such a mailer as Microsoft Outlook might be viewed as a feedback from the
POP3 to the SMTP servers, as shown in Fig. 20.1. This feedback is highly un-
certain, as it is meant to model how a user reacts to an incoming e-mail message
(e.g., Is the user likely to respond?) Clearly, a mail worm would pass straight
through the mailer as it would send a new infected message to a destination it
has found in the address book. A simple mail worm defense strategy would con-
sist in shutting down the mailer (opening up the loop) whenever it receives more
than twice the same e-mail message from the same “suspicious” sender within
a small time interval. The issue is whether this would slow down the propaga-
tion of the worm; more precisely, whether this would change qualitatively the
propagation speed. As said, propagation depends strongly on graph topology,
in particular on the curvature, as defined by the δ-hyperbolic property. The key
issue is then to compare the curvature properties of the network, along with
the mailers, with and without the defense strategy implemented. Assume that
the network is infinite and δ-hyperbolic. Assume that the number of mailers is
finite. It turns out that the two graphs (with and without defense strategy) are
quasi-isometric and hence if one is δ-hyperbolic the other is δ′-hyperbolic [21,
Th. III.H.1.9], with an identifiable relation between δ and δ′. Consequently,
regardless as to whether or not this simple defense strategy is implemented,
the propagation would remain, qualitatively, the same, i.e., it would remain
the propagation on a δ-hyperbolic graph while, quantitatively, the propagation
would go from that on a δ-hyperbolic graph to that on a δ′-hyperbolic graph.
This is an illustration on the fundamental limitation on worm propagation speed
that a simple defense strategy could possibly accomplish.
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xxx@yyy.zzz
xxx@yyy.zzz

Electronic mailer
(Microsoft Outlook)
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fgh@ghf.hfg

Networkrouters
server

Figure 20.1: Mailers viewed as feedback on the backbone network.



Appendix B

Coarse Flow Control by
C∗-Algebra Dynamics

Next, the development makes an algebraic detour with some concept of non-
commutative geometry in which a space is given a coarse representation by a
noncommutative C∗-algebra. The connection with the Gromov hyperbolic con-
cept resides in the fact that only for those space can the preceding statement
be made precise.

The traditional time-window averaging of the number of packets flowing
along a link–say, the bottleneck link of the dumbbell topology–is already a
coarsening in disguise of the dynamics of the traffic relative to the time pa-
rameter. Here, we are rather referring to the coarsening relative to the space
parameter. In other words, our objective is to formalize the concept of a coarse
geodesic traffic flow in the sense that it evolutes over an imprecisely defined
space. In Section A.4, we discussed how to coarsen the geometrical object that
supports the flow using C∗-algebra techniques. The problem now is to coarsen
the flow, in a way consistent with the coarsening of the space. Since the space
was coarsened using C∗-algebra techniques, it appears most natural to use the
same techniques to coarsen the flow. Such a possibility is offered by the theory
of C∗-dynamical systems, in which a dynamical system is viewed as a shift on
an algebra.

B.1 Topological Dynamics

Here, we review traditional topological dynamics and, as a warm up exercise,
show how it historically led to C∗-algebra dynamics [35, p. 133].

A topological dynamical system is a triple (G,α,X), where G is a locally
compact Hausdorff topological group, X is a locally compact Hausdorff space,
and α is an action of G on X, that is, a map α : G×X → X, (g, x) 7→ αg(x) =
gx. In a continuous-time evolution, the dynamical shift gt is defined ∀t ∈ R
and satisfies the composition law gt2 ◦gt1 = gt1+t2 , so that the relevant group of
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shifts G = ({gt : t ∈ R}, ◦) is clearly isomorphic to G = (R,+). The action will
be more specifically written αg(x) = gx. Likewise, for a discrete time-evolution,
the group of shifts ({gk : k ∈ Z}, ◦) is isomorphic to (Z,+).

A C∗-dynamical system [35, Sec. 3.8,8.1] is a triple (G,α,A) where G a
topological group, A is a C∗-algebra, and α an action of G on A, that is, a
homomorphism α : G → Aut(A) such that g → αg(a) is continuous for all
a ∈ A.

B.1.1 Commutative Case

Given a topological dynamical system (G,α,X), we associate with it a commu-
tative C∗-algebra dynamics by setting A = C0(X) and by defining the action
of G on C0(X) to be αg(f)(x) = f(g−1x) .

Clearly, topological dynamics is a spinoff of Halmos’ shift operator f(x) 7→
f(gtx) of ergodic theory, except for a time reversal (see [78],[88],[73] for con-
nections between traditional ergodic theory and the modern algebraic point of
view.)

Probably the best way to describe the situation of classical versus topological
dynamics is by using the categorical language:

· · · ←− X
g−1
t1

=g−t1←− X
g−1
t2

=g−t2←− X ←− · · ·
↓ ↓ ↓

· · · −→ C0(X)
g∗
−t1

=αt1−→ C0(X)
g∗
−t2

=αt2−→ C0(X) −→ · · ·

(B.1)

The top row is the category of traditional dynamical systems running overX, the
“downarrow” is the contravariant functor of “going to the space of continuous
functions defined on X,” leading to the bottom row depicting the commutative
C∗-dynamical systems running over X.

Consider the usual time-invariant system

dx

dt
= Ax

with state transition matrix Φt. To reformulate the above system, well known
to control theoreticians, in the abstract language of topological dynamics, here,
the locally compact Hausdorff space is taken as X = Rn, the topological group
of dynamical shifts is taken as G = (R,+), the group of continuous dynamical
shifts, and the action is in fact given by the state transition, viz., gt = Φt.
With this topological dynamical system, we associate a commutative C∗-algebra
dynamical system (C(X), α,G), where the action is defined by

αt(x) = f(g−1
t x) = f(Φ−1

t x), f ∈ C(X)

It is convenient to define this action via a partial differential equation. To this
end, define

φ(x, t) = f(Φ−1
t x)
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Then we get

∂φ

∂t
= −

(
∂f
∂x1

. . . ∂f
∂xn

)
Φ−1

t Ax

= −
(

∂φ
∂x1

. . . ∂φ
∂xn

)
Ax

Therefore, the PDE formulation of the commutative C∗-algebra dynamics is

∂φ

∂t
= −

(
∂φ
∂x1

. . . ∂φ
∂xn

)
Ax

Next, consider the usual linear time-invariant (LTI) control system,

ẋ(t) = Ax(t) +Bu(t)

This a particular case of a Linear Dynamically Varying (LDV) control as defined
in Chapter ??. We develop the commutative C∗-algebra version of LTI control.
In this case, the action of G on X, gt, is the state transition matrix Φt defined
by x(t) = Φtx(0) and f can be interpreted as the “probability density” of the
state. As in the free case, we develop a PDE formulation of the action

αt,u(f)(x) = f

(
Φ−1

t x−
∫ t

0

Φ−τBu(τ)dτ

)
To this end, define

φ(x, t) = αt,u(f)(x)

We have

∂φ

∂t
=

(
∂f
∂x1

. . . ∂f
∂xn

) (
−Φ−1

t Ax− Φ−1
t Bu

)
=

(
∂f
∂x1

. . . ∂f
∂xn

)
Φ−1

t (−Ax−Bu)

=
(

∂φ
∂x1

. . . ∂φ
∂xn

)
(−Ax−Bu)

Hence the commutative C∗-algebra system associated with the LTI system is

∂φ

∂t
= −

(
∂φ
∂x1

. . . ∂φ
∂xn

)
(Ax+Bu) (B.2)

Now, we can develop a commutative C∗-algebra version of LTI control.
Whereas in LTI theory the system is stabilized around some point x ∈ X, in
C∗-algebra dynamics the system is stabilized around some desired φd ∈ C(X),
which to simplify is taken to be an unperturbed motion, that is, it satisfies
Equation (B.2) for u = 0 Let φa be the actual controlled coarse state. Let
φ = φa − φd be the “error,” which is easily seen to satisfy the same equation
as (B.2). The feedback would be u = Kxφ, where Kx is in general a partial
differential operator. Should it have constant coefficients only, then Kφ might
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be called coarse feedback, because it only requires a coarse description of the
state. An explicit dependency on x is a pointwise component of the feedback in
the sense that it requires a precise knowledge of the state. Plugging the general
feedback in (B.2) yields

∂φ

∂t
= −

(
∂φ
∂x1

. . . ∂φ
∂xn

)
(Ax+BKxφ) (B.3)

It is immediately seen that the chief difference between classical LTI control
and the above is that, even though the control is linear and the dynamics in its
traditional interpretation is linear, we end up with a nonlinear partial differential
equation!

Here is an illustration as how to proceed. Consider the simple 1-dimensional
case subject to the following control:

u =
1

B

(
−Ax+ φ− kφxx

φx

)
, k > 0

The motivation for this control is that the closed-loop system (B.3) becomes
the celebrated (viscous) Burgers equation (see [3, Chap. VI, Sec. 1], [87, p. 72],
[86]), that is,

∂φ

∂t
+ φ

∂φ

∂x
= k

∂2φ

∂x2

Remarkably, this equation is integrable via the Cole-Hopf transformation:

φ = −2kΨx

Ψ

Injecting this transformation in the equation for φ yields(
Ψt

Ψ

)
x

= k

(
Ψxx

Ψ

)
x

Integrating yields
Ψt = kΨxx + C(t)Ψ

where C(t) is a function of the time, independent of x. Next, consider the
transformation

Ψ = Te
∫ t
0
C(τ)dτ

Injecting the above in the equation for Ψ, it follows that T is a solution of the
heat equation,

∂T

∂t
= k

∂2T

∂x2

It follows that the error dynamics is given by

φ = −2kTx
T

Since the solution to the heat equation yields, asymptotically as t → ∞, a
constant temperature T > 0 distribution over a compact medium, it follows
that φ→ 0 as t→∞, as claimed.
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B.1.2 Noncommutative Case

The prototype of a noncommutative C∗-dynamical system builds on the algebra
A of bounded integral operators L2(X,µ)→ L2(X,µ) defined as

(Kf)(x) =

∫
X

k(x, y)f(y)dµ(y)

where µ is a measure defined on X. The multiplicative law of the algebra A
is the composition of integral operators. Specifically, the composition of the
operators K,L is defined by

(KL)(x, y) =

∫
X

k(x,w)l(w, y)dµ(w)

The ∗-involution is defined as

(K∗f)(x) =

∫
X

k∗(y, x)f(y)dµ(y)

The norm on A is the usual operator induced norm, ||K|| := sup ||Kf ||
||f || , from

which it is easily seen that the C∗-identity ||KK∗|| = ||K||2 is satisfied. The
topological group of shifts is the one of continuous time dynamics. The action
is given by

αt(K)(x, y) = K(g−tx, gty)

where gt is the action, the shift, of the underlying topological dynamics.
It is possible to define functorially noncommutative C∗-dynamical systems

for the algebra of operators L2(X,µ) → L2(X,µ). Specifically, passing from
the category of classical dynamical systems to the category of noncommutative
C∗-dynamical systems is bifunctorial, contravariant in the first component and
covariant in the second component. This bifunctoriality is obvious from the
definition of the action.

Next, consider a topological dynamics defined by the LTI control system

ẋ = Ax+Bu

The noncommutative dynamics induced by the above can be formulated in terms
of a PDE. To this effect, define

κ(x, y, t) = K(g−tx, gty)

Then it is easily verified that the PDE dynamics is given by

∂κ

∂t
= −(x′A′ + u′B′)


∂κ
∂x1

...
∂κ
∂xn

+
(

∂κ
∂y1

· · · ∂κ
∂yn

)
(Ay +Bu)

We leave it up to the reader the plug the control terms in the above and verify
that stabilizability is achieved via a Burgers-like equation.

Clearly, both commutative and noncommutative C∗-algebra formulations of
the LDV theory sketched in Chapter ?? are in sight.
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B.2 C∗-Algebra Control

In the previous sections, we proceeded from a traditional dynamical system
running over a traditional topological space and showed how to construct from
this data a C∗-algebra dynamics that is consistent, up to a given extend, with
the topological dynamics. Here, we assume that the the space over which the
dynamics evolutes is defined, possibly coarsely, by a, possibly noncommutative,
C∗-algebra and we attempt to understand what “dynamics” can be defined on
this, possibly coarse, structure.

One way to proceed would be to derive a concrete representation of the
algebra in terms of “continuous functions defined on some topological space”
or some “integral operators defined on some Hilbert space,” from which the
dynamics could be defined as in the preceding sections. Obtaining concrete
representations of a given C∗-algebra is a traditional problem referred to as
“Gelfand representation.”

B.2.1 Commutative case

The Gelfand representation of A provides some (at least local) coordinates
(x1, ..., xn) for the space X.

B.2.2 Noncommutative case

The simplest way to provide the “kernel dynamics” of Section B.1.2 with an
interpretation that does not proceed from a topological dynamics is to invoke
the second Gelfand-Naimark representation theorem.

Insofar as bounded linear operators on a Hilbert space can be represented
by integral operators, the C∗-algebra dynamics over a space defined by a non-
commutative C∗-algebra would take the same form as that of Section B.1.2.

B.3 Functorial Coarsening

Besides C∗-algebra techniques, there is another approach to coarsening dynam-
ical systems, based on the fact that coarsening is functorial (see [76, p. 14]).
By applying the coarsening (covariant) functor to the top row category of the
diagram (B.1), one obtains a coarsening of the dynamical system. This new
functor can in turn be made contravariant by going to the category whose ob-
jects are coarse functions from coarse spaces to (some coarsening of) R. The
connection between the two approaches and whether some natural equivalence
can be established is open.
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Appendix A

Wireline Physical and
Logical Graphs

A.1 physical graphs

The physical graph of a network consists of nodes that are devices transmitting,
processing or receiving data and of links that are the (wired or wireless) commu-
nication media carrying the data from/to the nodes. The global physical graph
can be thought of as being built by the piecemeal process of interconnecting
local graphs in a hierarchical structure. This hierarchy spans all the way from
Local Area Networks (LANs) to the Internet.

A Local Area Network (LAN) is a group of computers and associated devices
that share a common communications line or wireless link within a small geo-
graphic area (an office, a home, or a building). The number of users served by a
LAN could be anywhere from two to several thousands. Major LAN technologies
include Ethernet, Token Ring, FDDI (Fiber Distributed Data Interface).

A Metropolitan Area Network (MAN) is a network that interconnects users
with computer resources in a geographic area or region larger than that covered
by a large LAN but smaller than the area covered by a Wide Area Network
(WAN). Typically, this term refers to the interconnection of networks within a
city into a single larger network, which may then also offer efficient connection
to a wide area network. It also refers to the interconnection of several LANs by
bridging them with backbone lines. The latter usage is also sometimes referred
to as campus network.

A Wide Area Network (WAN) is a geographically dispersed telecommunica-
tions network, as opposed to a geographically confined network. A wide area
network may be privately owned or rented, but the term usually connotes the
inclusion of public (shared user) networks.

An internet is the interconnection of many networks (LANs and/or WANs).
This interconnection process is referred to as internetworking. The constituting
networks, as long as they keep their own identity, are referred to as subnetworks.
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The largest internet is called Internet.

A.1.1 nodes

A node could be either an end system (workstation or server) or an intermediate
devise (router, bridge, brouter).

A bridge is a device that connects one LAN to another LAN using the same
protocol. A bridge usually connects a LAN to exactly one neighboring LAN. A
bridge examines each message on a LAN, “passing” those known to be within
the same LAN, and forwarding those known to be on the other interconnected
LAN (or LANs). In bridging networks, computer or node addresses have no
specific relationship to location. For this reason, messages are sent out to every
address on the network and accepted only by the intended destination node.
Bridges learn which addresses are on which network and develop a learning
table so that subsequent messages can be forwarded to the right network.

A router is a device that connect a network to other networks that usually
make a WAN. In packet-switched networks such as the Internet, a router is a
device that determines the next network point to which a packet should be for-
warded toward its destination. The router is connected to at least two networks
and decides which way to send each information packet based on its current
understanding of the state of the networks it is connected to.

A brouter is a router and a bridge combined together.

A.1.2 links

A link could be wired or wireless. Communication along the links can be either
simplex, half-duplex or full duplex.

Simplex communication is permanent unidirectional communication. Some
of the very first serial connections between computers were simplex connections.
For example, mainframes sent data to a printer and never checked to see if the
printer was available or if the document printed properly since this was left to a
human operator. Simplex links are built so that the transmitter sends a signal
and it is up to the receiving device to figure out what was sent and to correctly
do what it was told. No traffic is possible in the other direction across the same
connection; hence no acknowledgment or return traffic is possible over a simplex
circuit. Satellite communication provides a more modern example of simplex
communication. A radio signal is transmitted and it is up to the receiver to
correctly determine what message has been sent, whether it arrived intact, and
if not how to fix it. On a broader scale, simplex communication is the standard
in broadcast media such as radio, television and public announcement systems,
since these systems do not (as yet) talk back to the broadcasting stations.

A half duplex link can communicate in only one direction at a time. Two
way communication is possible, but not simultaneously. Walkie-talkies and CB
radios are early examples of this kind of communication, in the sense that a
person transmitting cannot hear the other person if (s)he is transmitting at the
same time. Communication between aircraft and Air Traffic Control (ATC) is
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also half duplex, in the sense that either the pilot or the air traffic controller
must depress the “push to talk” button to transmit the carrier and as such
blocks the frequency for him (her) to transmit. The reason why a pilot and an
air traffic controller cannot transmit at the same time is that the local carrier
oscillators in the aircraft and the ATC center are not synchronized, so that
under simultaneous push to talk the two carriers destroy each other.

Full duplex (or bidirectional) communication is two-way communication
achieved over a link that has the ability to communicate in both directions
simultaneously. An easy way to create a full duplex circuit is to use two sep-
arate physical connections each running in half duplex mode or simplex mode.
With most electrical, fiber optic, two-way radio and satellite links, full duplex
is usually achieved with more than one physical connection. Two way satellite
communication is achieved using two simplex connections. However, the real
challenge is to achieve full duplex communication across a single physical link
(e.g., a pair of electric wires). For example, in telephone networks, where the
two way conversation is carried by a single pair of wires, the full duplex opera-
tion is achieved with a directional coupler, a device that carries the microphone
signal of one user to the speaker of the other user, while blocking the transmis-
sion of the microphone signal to the speaker of the same user. One advantage
of this approach is that the full duplex link can theoretically provide twice the
bandwidth of the half duplex mode.

A.1.3 packet switched versus circuit switched network

The Public Telephone Network (PTN) is circuit switched, in the sense that, be-
fore the voice exchange starts, a physical path of wired and/or wireless channels
is constructed by means of switches and assigned to the conversation. Such a
network is also called connection oriented. Data network are, however, packet
switched, in the sense that the data stream is broken down in small entities,
called packets, with their destination address incorporated in a header, which
are sent one by one through the network where they have to find their way in
some autonomous fashion to their destination. Such network are called connec-
tionless in the sense that two packets from the same message may take different
routes.

The motivation for the choice of packet switched architecture for data net-
work is that the PTN, while able to provide excellent Quality of Service (QoS),
does not make efficient utilization of the infrastructure. Indeed, a telephone
conversation always has idle moments, during which time the circuit is still
assigned to the conversation and hence becomes underutilized. The idea in a
packet switched network is to make maximum utilization of the infrastructure
by allowing several end-to-end users to access the same resource, say a link, in
some sort of multiplexing fashion.
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A.1.4 protocol stack

The hierarchical structure of the Internet clearly calls for some kind of hierar-
chical structure of the communication protocol. It indeed appears necessary to
be able to communicate either within the confines of the same LAN or from a
LAN across the Internet, without major redesign. However, the layered struc-
ture of the protocol does much more than just duplicate the hierarchy of the
Internet. Each layer indeed performs, independently of the other layers, some
specific functions necessary for successful end to end communication. In a way,
the design of one module should be independent of the other modules. The
typical PCP/IP protocol involves five layers, independent in the sense that the
top layers need not be concerned with the bottom layers. These five layers are,
from top to bottom,

• the application layer

• the transport layer

• the Internet layer

• the network access layer

• the physical layer

Let us start from the bottom:
The physical layer deals with the communication medium and its related

hardware.
The network access layer is concerned with the exchange of data between

an end user (typically a workstation) and the network it is directly attached to
(typically a LAN). The bridges are typically operating at that layer.

The Internet layer deals with the routing of the data through the various
networks of the Internet. The routers are typically operating at that layer. The
protocol at that layer is referred to as Internet Protocol (IP).

The transport layer deals with fast and reliable communications. The pro-
tocol basically attempts to send data at the rate the fastest possible consistent
with the bandwidth of the links and the congestion downstream, which are not
accurately known to the sender. In doing so, the transmission protocol some-
times overflows queues, causing data to be lost. Therefore, the same protocol has
to check whether the packets that have been sent have reached their destination
and, if not, to retransmit them. It also checks whether the packets arrive in the
right order. This protocol is called Transmission Control Protocol (TCP) and
is essentially an end-to-end protocol, in the sense that the end hosts exchange
transmission information without knowledge of what has happened along the
route. Connectionless protocols such as TCP require half or full-duplex.

Finally, the application layer deals with specific application; for example,
file transfer protocol (FTP), hyper text transfer protocol (http), simple mail
transfer protocol (smtp), post office protocol (pop3), etc. Application data
must not only be sent to the correct end-user as specified by its IP address, but
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they must more precisely be sent to the correct process running on the end user
platform; this latter is specified by the port number.

A.2 logical graphs

In a logical graph, the nodes need not be end users or intermediate devices; they
could be any abstract element; the links need not be physical communication
channels; however, for two abstract nodes to be logically connected, there has
to be some physical link, or a path of physical links, ensuring that the abstract
elements can be somehow hardware connected. Examples are abundant.

1. Clustering. To simplify a complex graph, it is convenient to partition it
into highly connective subsets of nodes in such a way that the connectiv-
ity within a subset is much higher than the connectivity across different
subsets. This cluster computation can be performed using a modified ver-
sion of the Ford-Fulkerson algorithm [27, 36]. A “reduced model” of the
graph is then obtained by declaring every such highly connective subset
to be a logical node. More formally, the reduced model is an overlaying,
in which each node of the overlaying is a representative of a highly con-
nective cluster and two connective clusters, say a0, a1, are connected by a
logical link if there are enough physical paths joining the representatives
of the connective clusters.

2. Autonomous System (AS) graph. The Autonomous System (AS) graph
is the result of a particular kind of clustering. An Autonomous System is
a connected subset of routers and subnetworks, sharing a common rout-
ing protocol, and managed by a identifiable organization. As such, an
Autonomous System is the clustering of a subset of physical nodes. Two
Autonomous Systems AS1, AS2 are linked iff there exists a physical path
from one node of AS1 to node of AS2 that does not pass through any
other Autonomous System.

3. The http graph. The nodes of the http graph are the web sites and two
web sites are joined by a logical link if one has a hyperlink to the other.
If there is a need to specify that site A has a hyperlink to site B, then A
and B are linked by a directed edge, A→ B (see [33]).

4. The Mail Graph. The nodes are the client mailboxes and two mailboxes
are joined by a logical link if one of them has the other in its address book.

A.3 overlaying

Given a network graph P (where P stands for Physical layer), an overlay A
(where A stands for Application layer) is a graph defined by a subset of physical
nodes together with logical links. A logical link a0a1 joining two nodes a0, a1

of the overlay is a path of physical links and nodes joining them in the physical
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layer. (See Figure A.1.) Since there might be many physical paths corresponding
to a given logical link, the latter is rather defined to be the collection of all
physical paths joining them. It should be observed that the overlay is not, in
general, a sub-graph of P . Applications of the concept include the following:

1. The Survivable Overlay. The physical graph is in most cases not survivable
in the sense that, under a link failure or a node compromised by an attack,
the graph might become disconnected and hence some clients nodes cannot
get service and some servers cannot provide services. To determine what
part of the network is survivable, it is convenient to construct an overlay
in which every logical link is supported by enough physical links so as to
survive some failure. To be more specific, if every logical link is supported
by at least k paths of physical nodes and links, then the overlay would
remain unchanged under k − 1 physical link failures. Such an overlay is
said to be k-(edge)connected.

2. ATM Networks. In a certain sense, ATM networks borrow some of the
overlaying concepts. Recall that ATM is connection-oriented in the sense
that, before transmitting data from a source node to a destination node, a
path of physical nodes and physical links from the source to the destination
is set up. This path is called a virtual channel connection (VCC). Next,
at a higher layer, a bundle of VCC’s connecting the same end points is
called a virtual path connection (VPC) (see [85, Sec. 4.2]). Clearly, the
concept of virtual path connection is unmistakably the same as that of a
logical link in the overlaying layer.

It should be clear that the concept of overlaying provides, in addition to the
already complex graph of physical routers and links, an incredibly rich array of
related graphs.

A.4 Topological Aspects of Overlaying

The Internet graph P can be viewed as a 1-D simplicial complex. From that
point of view, the overlay is a 1-D simplicial complex as well. It should already
be stressed that the overlay is not, in general, a sub-complex of the complex of
the physical graph. As we have already argued, it is convenient to interpolate
the graph P with a manifold M(P ) so that the information flow can be viewed
as a vector field on the manifold. Besides the mere convenience and a way to
get around the curse of dimensionality, this “manifold” point of view allows
for the concept of vorticity of the flow. The latter might be an indication of an
attack initiated from many different points and narrowing down on some critical
part of the network. Somehow, the vorticity of the information flow is a global,
topological anomaly of the flow, as opposed to the local, statistical anomaly
that can be detected by, say, a wavelet analysis of the number of packets at a
point of the network.
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Figure A.1: Overlaying

It follows from the above discussion that there are two ways to go about the
topology of an overlay–either the graph-theoretical or the geometrical approach.
In the following sections, we develop both aspects. The section dealing with
“Combinatorial Topological Aspects” is somehow the hinge between the graph-
theoretic and the geometrical approaches.

A.4.1 Graph Theoretic Aspects of Overlaying

Given two nodes a0, a1 of the overlay graph connected by a logical link, the
logical link is not supposed to see the difference between two acceptable physical
edge paths joining a0, a1 . Two such physical edge paths determine a cycle,
which, because of the indistinguishability of the two physical edge paths as seen
from the logical network, should be set to zero. It appears therefore that the
logical network graph is the physical network graph quotiented out by a subset
of cycles.

To be more precise, let Z be the subset of cycles of the graph P . Since P is a
1-D simplicial complex, deformation of paths cannot happen, and therefore the
subset of cycles, endowed with a group structure by the composition of cycles,
is the same as the first or fundamental group of the graph π1(P ). Let Z(A0)
be the subset of cycles on the overlay nodes A0, that is, the subset of physical
cycles passing through two logical nodes. Clearly, Z(A0) ⊆ π1(P ). Therefore,
it follows that the overlay graph A is defined as

A = P/Z(A0)

The above in turn defines a natural quotient map

P
≼−→ A
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which can be read as “A is an overlay of P .” Conceptually, given an Internet
graph P , we are, in general, able to associate many overlays. We define, over
the set of all possible overlays of P , a partial ordering or arrow. We write

A1
≼−→ A2

to denote that “A1 is finer than A2,” or that “A2 is an overlay of A1.” Clearly,
this is a mathematical conceptualization of scalability. Now, we can define a
category as follows: The objects are the overlays of P and the arrows are partial
ordering relations.

A.4.2 Combinatorial Topological Aspects of Overlaying

The graphs P,A are 1-D simplicial complexes and as such their geometrical
significance is limited. The key to endowing them with a richer geometric struc-
ture is to extend them to higher-dimensional simplicial complexes as follows: A
collection of p nodes of P such that every pair of such nodes is physically linked
will be declared a p-simplex. As such, with P , we associate an n-dimensional
simplicial complex K(P ), where n is the maximum of all p’s. The same pro-
cedure is repeated with the logical graph to yield a m-dimensional simplicial
complex K(A).

The simplicial complexesK(P ),K(A) share in common vertices only, so that
they are intertwined in some subtle way. Observe, however, that links and hence
simplexes of K(A) are equivalent classes–actually simple homotopy classes–of
paths in K(P ). It follows that K(P ),K(A) have more in common than what
might be seen at a first look. At the extreme, one could envision situation where
K(P ) → K(A) is a simple homotopy equivalence , but that does not seems to
be the case in general.

The concept of simple homotopy equivalence, along with elementary col-
lapses and expansions, provides a mathematical conceptualization of adaptabil-
ity. Clearly, one should be able to go from one overlay to another one by a series
of very elementary operations creating a succession of overlays, two consecutive
overlays differing by some highly localized features. By definition, a simple ho-
motopy equivalence is the same idea–a succession of elementary collapses and
expansions that allow for a succession of very simple transformations amount-
ing to a transformation that is not that simple. As we have already seen, one
elementary operation to go from one overlay to another is to cluster several
nodes. From there on, it can be seen that clustering many physical nodes into
one logical node can be viewed as an elementary collapse, whereas adding a new
logical node can be viewed as an elementary expansion.

A.4.3 Geometrical Aspects of Overlaying

Recall a premise of our approach: Interpolate the graph P with a manifold
M(K(P )) so that the information flow could be viewed as a tangent vector field
on the manifold. The rationale is that, instead of being overwhelmed by the
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curse of dimensionality of the Internet graph, the key features of the network
behavior–including failure and attacks–might be revealed by some PDE’s on
the manifold. The manifold M(K(P )) is not in general unique; it could be a
stratified manifold; or it could simply not exist. In fact, assuming that K(P ) is
a simple Poincaré complex, we define the set of structures S(K(P )) to be the
set of simple homotopy equivalence classes of manifolds that can be associated
with K(P ) . Since the overlay A is also a graph, one could equally associate a
manifold with the overlay,M(K(A)), and define the set of all equivalence classes
of such manifolds as S(K(A)). From here on, we could define an attack tolerant
overlay if none of the manifolds in S(K(A)) shows the vorticity indicative of a
global anomaly on the manifold of the physical layer.

Closely related to the concept of attack tolerant overlay is the question as
to what is the relation between the manifolds M(K(P )),M(K(A))? Could we

have an inclusion relation M(K(P ))
⊆→ M(K(A))? There is certainly one case

in which this happens, although in some extreme sense. If K(A) is a collapse
of K(P ), thenM(K(P )),M(K(A)) are homotopically equivalent and hence the
same up to homotopy equivalence.

At a conceptual level, the issue is the following: Consider the physical layer
and a string of application layers related by partial ordering, as shown in the top
line of the diagram below. The top line of the diagram shown below could be
viewed as the category of all overlays of the “world graph” P together with par-
tial ordering relation or “arrow.” Somehow, we must find the image of this string
under S ◦K. Since K and S are fairly well understood operations, the real chal-
lenge is to find the connecting morphism linking the bottom objects. Whether
there is some category structure to support the bottom line and whether S ◦K
could be viewed as a (covariant or contravariant?) functor remain open.

P
≼−→ A1

≼−→ A2

↓ S ◦K ↓ S ◦K ↓ S ◦K
S(K(P ))

?←→ S(K(A1))
?←→ S(K(A2))
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