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Abstract—An information collection problem in a wireless in the network environment, and these can be sensed by
network with random events is considered. Wireless nodes report one or more of the wireless devices, perhaps at different
on each event using one of multiple reporting formats. Each sensing qualities. At the transport layer, each devicectele

format has a different quality and uses a different number of f ltiol ting f t h id i t
bits. Delivering all data in the highest quality format can overload ©N€ O Mullipie reporling tormats, such as a video clip a

system resources. The goal is to make intelligent format selection On€ of several resolution options, an audio clip, or a text
and routing decisions to maximize time-averaged information message. Information quality depends on the selected forma

quality subject to network stability. Lyapunov optimization  For example, higher quality formats use messages withrarge
theory can be used to solve such a problem by repeatedly it |angihs. The resulting bits are handed to the networkrlay

minimizing the linear terms of a quadratic drift-plus-penalty . . . .
expression. To reduce delays, a novel extension of this techniqueat each device and must be delivered to the receiver station

that preserves the quadratic nature of the drift minimization —Over possibly time-varying channels. This delivery can be a
while maintaining a separable decision structure is proposed. direct transmission from a device to the receiver statian vi
Also, paths are restricted to 1 or 2 hops to avoid high queuing an uplink channel, or can take a 2-hop path that utilizeshamot
delay. The resulting algorithm can push average information geyice as relay (we restrict paths to at most 2-hops for tight
quality arbitrarily close to optimum, with a trade-off in average . .

delay. The algorithm compares favorably to the basic drift-plus- antrOI over networ_k de'aYS)- An example is a single-cell
penalty scheme in terms of backlog and delay. wireless network with multiple smart phones and one base
station, where each smart phone has 3G capabilities fanlkupli
transmission and Wi-Fi capabilities for device-to-devietay
transmission.

This paper investigates dynamic scheduling and data formaSuch a problem can be cast as a stochastic network opti-
selection in a network where multiple wireless deviceshsuenization and solved using Lyapunov optimization theory. A
as smart phones, report information to a receiver statidstandard” method is to minimize a linear term in a quadratic
The devices together act as a pervasive pool of informatidnft-plus-penalty expression [10], [11]. This can be shaw
about the network environment. Such scenarios have begeld algorithms that converge to optimal average utilitighw
recently considered, for example, in applications of docia trade-off in average queue size. The linearization isulisef
sensing [1] and personal environment monitoring [2], [3for enabling decisions to be separated at each node. However
Sending all information in the highest quality format cait can lead to larger queue sizes and delays. In this work, we
quickly overload network resources. Thus, it is often moneropose a novel method that uses a quadratic minimization fo
important to optimize thejuality of information as defined the drift-plus-penalty expression, yet still allows segtmlity
by the end-user, rather than the raw number of bits that aethe decisions. This results in an algorithm that mairgtain
sent. The case for quality-aware consideration is made]in [distributed decisions across all nodes for format seleciiod
[5], [6]. Network management with quality of informationrouting, similar to the standard (linearized) drift-plpsnalty
awareness for wireless sensor networks is considered in [@pproach, but reduces overall queue size.

More recently, quality metrics of accuracy and credibikine For the derived algorithm, each device observes its input
considered in [8], [9] using simplified models that do nofjueue length and then selects a format to report an event
consider the actual dynamics of a wireless network. according to a simple rule. The routing decision for eactlugro

In this paper, we extend the quality-aware format selectiaf bits is determined at each device by considering its input
problem in [9] to a dynamic network setting. We particularlyplink, and relay queues. Then, allocation of channel nessu
focus on distributed algorithms for routing, schedulingda for direct transmission is determined from a base station
format selection that jointly optimize quality of informam. after observing current uplink queues and channel comditio
Specifically, we assume that random events occur over tirfRer the relay transmission, an optimization problem iniraiv

relay queues and channel conditions are solved at the base

This material is supported in part by one or more of the follawithe NSF  station to determined an optimal transmission decisioris Th
Career grant CCF-0747525, the Network Science Collaheratechnology . .

process can be decentralized if all channels are orthogonal

Alliance sponsored by the U.S. Army Research Laboratory W#tQ82- ] )
0053. Our analysis shows that the standard drift-plus-penalty
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N={1,2,3}
Hi={2)
Hy = {1,3}
Hs = {2}

and identically distributed (i.i.d.) across slots. Notattiialues
(réf)(t), dﬁf)(t)) have arbitrary relationships, $éfl)(t) is not
necessarily greater thamf,,f”(t) when d%fl)(t) > dﬁLf”(t).
Generally, it is possible to view!” (t) as the value or benefit
of choosing formatf. The i.i.d. assumption can be extended
to a Markov model using techniques from [10], but we omit
this for brevity. We assume thdt < d,(t) < d\"™ and
Fig. 1. An example network, illustrating the internal queud€s(t), Qn (t), 0 < m(t) < 7'7(zmax) for all ¢, for some positive real-valued
Jn(t) for each noden. constantsdgbm 2 and rT(Lm 9

algorithm and our new algorithm both converge to the optimB Network Routing and Scheduling

guality-of-information. The simulation also shows that tiew At each noden € N, the d,,(t) bits of data generated by
algorithm has a significant savings in queue size and delaygrmat selection are put intmput queuek,, (¢), as shown in
Thus, our contributions are twofold: (i) We formulate arrig. 1. Each node has two orthogonal communication capabili
important quality-of-information problem for reportingfor-  ties, calleduplink transmissiorandad-hoc relay transmission
mation in wireless systems. This problem is of recent irstererhe yplink transmission capability allows each node to com-
and can be used in other contexts where “data deluge” issu@snicate to the base station directly via an uplink channel.
require selectivity in reporting of information. (i) We ®nd The relay capability allows communication between a node
Lyapunov optimization theory by presenting a new algorithming its neighboring nodes. All transmissions are assumed to
that uses a quadratic minimization to reduce queue sizee Wie successful by some feedback and forward error correction
maintaining separability across decisions. This new teglen mechanisms. Choice of how many bits are used for each type
is general and can be used to reduce queue sizes in oi§efransmission is done at nodeby internally moving data
Lyapunov optimization problems. from queuek,, (¢) to eitheruplink queuey,, (¢) or relay queue

In the next section we formulate the problem. Section Il (1), This is conceptually similar to the hop-count based
derives the novel quadratic algorithm. Section IV analfites queue architecture in [12].

performance. Section V presents simulation results. In each slott, let decision variable$§{1)(t) and sg)(t)
represent the amount of bits in queug,(¢) that can be
Il. SYSTEM MODEL internally moved taQ,,(t) andJ,,(¢) (under the condition that

Consider a network withV wireless devices, called nodes€n0ugh bits are available if,,(¢)), as illustrated in Fig. 1.
that report information to a single base station. Lt — These bits can also be considered along with the remaining

{1,...,N} be the set of wireless nodes, and denote the bl in the @n(t) and J,(t) queues for uplink and relay

station by noded. A network with N = 3 nodes is shown transmission on slat, since mtqnal moving of plts is assumed

in Fig_. 1. The system operation _has two stages,_fl‘nmat to be done before tra(rgmg)smns start readm(g])(agxs) from the

selectionstage and theetwork routing and schedulingtage. dueues. Let{0,1,...sx pand{0,1,..., s } be

the feasible ranges oﬁﬁ{”(t) and sﬁﬂ)(t), where constants

s M and s (M are assumed to be greater than or equal

to the maximum number of bits that can be transmitted out of
Time is slotted ta € {0,1,2,...}. In every slott, an event Q,,(¢) andJ,(t), respectively, on one slot. Then the dynamics

occurs with probability), where0 < # < 1. Each node: € N'  of input queuek, (t) are:

on slott¢ selects formatf,,(¢) from a set of available formats

F =1{0,1,..., F}, where format selection affects quality and K, (t +1) = maX(Kn(t) — 5D (1) — sV (1), 0) +dn(t). (1)

bit length for the reported information about the event. The

quality can also depend on proximity of each node to ths a minor technical detail that is useful later, thex(-,0)

location of the event. To model this, the event on glat de- operation above allows the?) (t) andsﬁf)(t) decisions to sum

scribed by a vector advent characteristicé(r' (¢),d (t))}  to more thank, (t). Theactual s ®% (¢) and s’ (¢) bits

forn e N andf € F. Formatf € F for(% noden on slot moved from queuds,, (t) thus satisfy:

t corresponds to message length(t) = d;/’(t) and quality , ,

ro(t) = (1), The (i (1), d\ %t)() )values r$1<’31y be different S0 (1) + 51 (1) = min(K, (1), s (1) + 5P (1) (2)

n

A. Format Selection Stage

on each slot. For example, they are identicdlly0) for all 0 < 5@ (1) < @) (¢) (3)
formats at nodes that do not observe the current event (such 0< Sgg')(act) (t) < Sglj)(t). (4)

as when the event is close to only a subset of the nodes), and

are(0,0) for all nodes and formats on slots in which no event At node n € A, bits in relay queue/, (t) wait to be
occurs. To allow a node not to report on an event, there isransmitted to one of node’s neighbors, which is denoted
a “blank format”0 € F such thatd',’ (t) = r\(t) = 0 for by setH, C N. Noden € A is capable of transmitting
all ¢. On each slot, the vector{(r,(f) (1), dﬁlf)(t))} is assumed a,.,(t) bits to nodem € H,, at timet, while this capability
to be arbitrarily correlated ovet and f, but is independent depends onmelay channel conditiony,,,(t) and the resource
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allocation policy. We assume that< a,,,, (t) < A" for all In words, definition 1 means that a queue is strongly stable
t. Then the dynamic of queug,(t) is if its average queue length is finite.
, Letyo(t) = ry,(t) be the total quality of information
_ _ (5) (acy neN
Tn(t+1) = max(‘]"(t) Yomen,, nm (t) + si (1), 0)' from format selection on slat, andyéma") S > en rﬁ{“a") is

. (ach ) its upper bound. The time average total information quadity
As before, theactual numbers of bitsuy,, (t) for each node

n € N satisfy: go = lim inf 7 S B {wo()}-
S en a8 (t) = min(Jn(t) +sDEh () S anm(t)) It is our objective to solve:
(6) max %o (11)
0<aB®Vt) <apm(t)  formeH,. 7 s.t. Network is strongly stable

We restrict all paths to at most 2 hops, and so all relayddhis problem is always feasible because stability is thiyia
bits that arrive to a node must be transmitted on the uplinkachieved if all nodes always select the blank format.
channel at node, and are thus put in the uplink que@g, ().

On each slot, each node: € NV chooses to transmit,, (t) I1l. DYNAMIC ALGORITHM
bits to the base station on its uplink channel. This decisionThjs section derives a novel “quadratic policy” to solve

depends oruplink channel conditiony,o(¢) and on the re- proplem (11). The policy gives faster convergence and small
source allocation policy. We assume titat u, () < u™  total queue backlog as compared to the “standard” drifs-plu
for some positive real-valued". Then the dynamic of the penalty (or “max-weight”) policy of [10], [11].
uplink queue is:
A. Lyapunov Optimization
_ _ (q)(act)

Qnlt+1) = maX(Q"(t) un(t) + s (1), O> In this system, define a quadraticyapunov function
D men, A (8- (8) by L(O(1) = 33,cn [K2(H) + Qi)+ J2(1)], where
r%t) = (Kn(t),Qn(t), Jo(t) : n € N) represents all queues
in” the system. Then the Lyapunov drift, the difference of
Lyapunov functions between two consecutive slots, is défine

Ja(t+1) < maX(Jn(t) = e Gnm (1) + s (1), 0) (9) by L_(Q(t+1))—L(6(t)). Intuitively, this drift is used to show
" stability of a system. When queue lengths grow large beyond

(1) < max (Q,, () —uy (¢ _’_87(1(1) £),0)+ Ay (1), certain values, then the drift becomes negative and a system

Qn(t+1) < (Q (t) (t) (t) ) 2meH, (1(0)) is stable because the negative drift roughly implies redoct
; ; f queue lengths.
The queue dynamics (1), (9), (10) do not require the actu3l o . .
VariagleSS(j)(E}{:t) S(q)(actg(t)) (a()actg(t)) and are tge only ones In order to optimizey, in (11), the drift-plus-penalty func-
o o ronm ATk tion' L(O(t + 1)) — L(O(t)) — Vyo(t) is considered, where

needed in the rest of the paper. Yo !

To simplify notation, leta (i) = (am(t) :m € Hy) V > 0is a constant that determines a trade-off between queue
be a vector of outgoing relay transmission decisions fro%aflg:z?ngnlq gir\(/)g;]mny toeo?gmzlngglléyk
node n, and a(t) = (a,(t):n € N). Also, let u(t) = ' T8, €& Ry ’
(un(t) :n € N') be a vector of all uplink transmission de- [max(z — a + b,0) + ¢]?

The queuing equations (5) and (8) involve the actual amou
of data, but they can be bounded using (3), (4) and (7) as

cisions. Their channel conditions are denoted it) = B2 (2—a)?4(a+b) 2 +(a+)? =207 12be , b>0
(Yam(t) : n € Nym € H,, U{0}). Then in each slot, define < { B & (s —a)? 4+ (24b)* 4 (e40)’ 227 —2ab . <0 (12)
the feasible sets of decision variabkeg) andu(t) by Ay« . B
andit,,) respectively. In the literature, these capabilities a8 addition, the upper bounds can be loosened to
generally presented by abstracting an underlying teclgyolo By <z?42x(—atbtc)+al+(b+c)?  , b>0

into the feasible sets [10], [13], [14]. Note that if all cimeehs B_ <a?12z(—atbic)+(a—b)24c? , b<0 (13)

are orthogonal, the feasible sets of both transmissiorsibes

; Proof: For brevity, only the case with > 0 is proved.
are separable across links.

[max(z—a+b,0)+c]?

C. Stochastic Network Optimization <(z—a+b)?+c?+2c max(z—a+b,0)
Here we define the problem of maximizing time-averaged <(z—a)?+b%+2b(z—a)+c?+2¢ max(z+b,0)
quality of information subject to queue stability. We use th <(2—a)+(2+b)2 22+ +2c(z+b)

following definitions:
Definition 1: A queue{X(¢) : ¢t > 0} is strongly stable if

limsup 1 Zi;BE {X(1)} <
t—o0

=(z—a)?+(z+b)2+(z+c)? —222+2bc. (14)
§x2+2a:(7a+b+c)+a2+b2+c2+2bc
=z2 42z (—a+b+c)+a+(b+c)?. (15)

Definition 2:A netW(_)rk of queues is strongly stable if every it minus sign in front o is because the quality of information can
gueue in the network is strongly stable. be viewed as a negative penalty.
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Inequalities (14) and (15) prove respectively relation)(@2d andrelay routing problem

(13) for b > 0. u . () (12 () (2
Using queuing dynamic (1), (9), and (10), the drift—plusggn(t)e{ﬁ’lﬂswma@} (K () = 537 ()" + (Ju(t) + 5:7(1))

penalty is upper bounded by (16) below. Then, using relation (20)

(12), the bound becomes (17) below: These two subproblems can be solved in closed forms. Let

Dg(t) L "Kn(t);Qn(t)], Dé(t) L LKTL(t);Qn(t)J and

L(O(T +1)) = L(©(7)) = Viyo(7) go(@,t) = (Kn(t) = 2)? + (Qn(t) + x)%. Then choose

<L ear{ [max (Ko () =50 (1) =) (1),0)+do (1))~ K (7)?

+[maX(Q"(T)7un(T)+S’Slq)(T)’(])+Zm/eﬂ(n) amn(T)}27Qn(T)2 55,(1) (t) = (21)
+[mﬂX(J7L(T)_Em€H(n> a’"bm(T)""SEL].)(T)fO)]Q_J"(7)2_2VTH(T)} sglq)(maX) ’ K"(t)_Qn(t)ZQSSLquaX)
(16) argminme{Dé(t)yDé(t)} go(z,t) O<Kn(t)—Qn(t)<2351‘1)(max)
<3 Cnen { [Kn ()= O +[Kn () =5 ()] + K (7) b (7)) 0 » Kn(0)=Qn(5)<0

HRn (D) =un (P +[Qn (D +510 (O] +[@n D+ per, amn (D] Also, let DF () £ [KallLu®] po(p) & | Kaldu(®) |

A
[T (D) =S men,, anm (O +n (D) 45D (M —2Vra(m+Cu(r) ) andgy(z,t) = (Kn(t) — 2)? + (Ju(t) ¥ x)2. Then choose

o - (22)

Where Sf’g)(max) , Kn(t)fJn(t)ZQS,(j)(max)

- mi _ (7) (max)
argmlnIE{D}r(t),D;(t)}gJ(z,t) , O<Ky,(t)—Jn(t)<2s);

0 , Ko (t)—Jn(t)<0

Cn(1)2—3K,, (7)2425@ (1)) (1)=3Q. ()2
+2500(7) e, Gmn (T)=2Jn(7)? - : i
S _ _ Note that the solutions from the quadratic policy are
Minimizing the actual drift-plus-penalty term (16) is com“smoother” as compared to the solutions from the max-weight

putationally expensive. In this paper, we propose a novglicy that would choose “bang-bang” decisions of either

quadratic policy derived from (17), that preserves the(@ (™) o o(@)(3) (and0 or s ™ for s (¢)).

quadratic nature of the actual minimization while keeping The uplink allocationproblem is

decisions separable. As a result, the policy leads to a atghr ) )

control algorithm in Section I1I-B. iR Yonen (@n(t) —un(t))”, (23)
Definition 3: Every time slot ¢, the quadratic policy Y )

observes current queue backlogd(t), random vectors and therelay allocationproblem is

{(Tr,(rlf)(t),dr,(qf)(t))}nej\[,fef and v(t). Then it makes a de-

2
cision according to the following minimization problem. a(t)neli}‘l " Donen (Qn(t) + Zmemam"(t))
i _s@p)]? _sO (21K, 2 2
it e {5600 OF 0= O] 415600440 0)  (T) = S, an(®) - (@8)

HQn () =un ()2 +[Qn () +5 ()] *+[Qn () + 5 e20,, Gmn (1)]”

-5 (O 4 [ (5D O =2V ()} The setd/, ;) and A, ;) depend on a considered interference
n meHy Ymm n n n

model and transmission technology. If these sets are convex
max] j j ) (max] .
8.t sl (0€{0.1.2,,s(0 M}, D (0)€{0,1,2,..,57 ™} ¥neN the corresponding problems are convex. If channels aregrth

() EF dn (£)=dr ) (), rp(t)=rn®) () vVneN onal so the sets have a product form (as discussed in Section
a(t)eA ). ult) ety [1-B), then the decisions are separable across nodes.
C. Algorithm

B. Separability

The control algorithm can be derived from the quadrati€ach time slot:
policy in Definition 3. The whole minimization can be done Each noder € NV, knowing its K,,(¢), @, (t) and J,, (¢)
separately due to a unique structure of the quadratic poIiGyObserves{(rgf)(t),d%f) (t))} rer and solves (18) to obtain
This leads to five subproblems, as described below. fn(t).

At every slott each noden € A observes input queue- Choosess\? (¢), s (¢) via (21), (22).

K,(t) and options(r,(lf)(t),dﬁlf)(t)) and chooses a format- Moves data from K,,(t) to Q,(t) and J,(t) with

fn(t) according to theadmission-control problem s (4 @Y (1) satisfying (2)-(4) and (6)-(7) with
(g J
. K (£) + dFO) (1))2 — 217 p () (¢ 1g) Vvalues ofsy” (1), s (t).
fn%relf (Bn(t) + di (1)) "n ®) (18) e Base station, with knowledge @, (¢) and J,,(t) n € N

This is solved easily by comparing each optipre F. - Observesy(t)

Each node:» moves data from its input queue to uplink and go:ves (gi) to ogta?ru(t).
relay queues according to thglink routing problem - Solves (24) to obtaim(z).

- Signals nodes € A to make transmissions.
_ 5@ (4))2 (@) ($))2
(Kn(t) = 2 (£))" + (Qn () + :7(1)) After this process, queuds,,(t+1),Q,(t+1) andJ,(t+1)
(19) are updated via (1), (5), (8).

min
s (1)e{0,1,...,s50 M}
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IV. STABILITY AND PERFORMANCEBOUNDS plus-penalty is derived from (27) and (28) as

Compare the quadratic policy with any other policy.

Let (s$(r), s (r), fu(r) : n € A)u(r),a(r) and E{L(O(r +1)) = L(6(7)) = Vio(7)[O(7)}

ra(t) 2 i OW),d ) 2 d"(t) be the deci- sznm{KH(r)E{dnw)fé;q)(r)féif)(r)le(r)}

sion from the quadratic policy in Definition 3. Then, let o X R N
(357(r),87(7), fu(r) = n € N),a(r),a(r) and 7,(t) £ FQOB{S D+ ey dmn (D=0 (DO}
réf"(t))(t),cfn(t) 2 g (t))(t) be decision variables from any FIn(OE{SD (1)~ e, Gnm (IO(T)}

other policy. From (17) and definition 3, the drift-plus-pétg _VE{MT)@(T)}}JFA (29)

under quadratic policy is bounded by (25) and is further
bounded by (26) under any other policy as

Letw(t) = (v(1), {(ri” (1), d" () }nen ser}) be a vec-

L(©(r +1)) = L(O(7)) = Vyo(t)(7) tor of every randomness in this system at timés discussed
<3 Y en{ [Kn (=@ O] +[Kn (1) = (D] + Ko (7) i (7)) in Section Il,w(t) is i.i.d. over slots and is assumed to have

HQn (1) =t (124 [@n (1) 45D (1) P+ [@n ()4 e, amn(r)]? distribution7(w). Define anw-only policy as one that make
" a (possibly randomized) choice of decision variables based
+|Jn (T nm (T In (T s(J) " =2Vr,(7)+Ch (T R .
Hm O = Emer, anm O]+ O+ O =2V + (()2}5) only on the observed(t). Then we customize an important
theorem from [10].

i =5 ()] n(T)=89) (7 2 n(T)+dn (T 2 . . L
= Z"’GN{[{("( )2 ) +A[(K> ( )2 W] )Jrfi ™) , Theorem 1:When problem (11) with stationary distribu-
HQa (M= (NP HQu M+ O] Q@ (D e, @nn (D] tion 7(w) is feasible, then for anys > 0 there ex-

H[In (1) = nengy, nm (D] +HIn (1) 48D (1)]2 =2V 7 (7)+Cn () ists anw-only policy that chooses all controlled variables
$Cu()-Ca(n)} (26) (F (D), (1), 7" (1) : m € N), u (1), 2 (1), and
where (opt
E{yo )} <,

* (q )

Coa (1) 2 =3 K (1) 42800 ()57 (1) ~3Qu () £ {d"( )= sn t)} = neN
+2800(T) e, mn (1) =270 ()? E {sp () + D e, Gmn(t) —uy, t)} <4 neN

(F)* 1y _

From the second set of bounds (13), it follows that E {8” ) = Lmen, t)} = neN

L(®(r +1)) = L(8(7)) = Vo(7) where 3 is the optimal solution of problem (11). Also,

<Erex{ Kanldh (-3 )] U5(8) 2 5en () when s (6) 2 r () and dy () 2
+Qn (M3 (M) + T en,, Gmn(T)—in(7)] dg;(t)) ().
+In (D5 (1) = dnm ()] We additionally assume all constraints of the network can
—Vin(r) }HA(T) (27) be achieved witte slackness [10]:
Assumption 1:There are valueg > 0 and0 < yo) <
where (max)

Yo and anw-only policy choosing all controlled variables

(f (1), 597 (2), s (1) - m € N), u* (1), a"(t) that satisfies
AM2E Ten{ Cn()=Ca(M+ (39 (1439 (1) 4 (7)* 43 (7)°

it (1) 4+ (30 (M4 e, amn (1) +(nere,, anm (1)}

* _ (o)
<ALl ZneN{255:;)(max)2+25£Lj)(max)z_i_d(max)z_i_uslmax)z " E({Z)JO (t)} =Y
+(E7n€’Hn a£2]2X))2+(E77L€H,L aﬁ{rr‘?l)()) E {d’z(t) o ! (t) / (t)} S —€ ne N
+25(0 M) M) g gm0 gm0 (28) g {S%q)*(t) T e, Gan(t) — Ui, (t)} <—-¢ neN
(4)= .
The derivations (25)—(27) show that applying the quadratic E {S" () = Xmen, “nm(t)} <—¢ neN.

policy to the drift-plus-penalty expression leads to thermb

(27) which is valid for every other control policy. How-

ever, this linear minimization does not resemble quadratic Theorem 2:If Assumption 1 holds, then the time average
minimization of the actual drift-plus-penalty term (16)ha total quality of informationy, is within O(1/V") of optimality
effects of the two policies are revealed in section V wheee thinder the quadratic policy, while all queue backlogs grows
quadratic policy leads to a smaller queue length. with O(V).

To analyze the system, a conditional expectation of drift- Proof: See Section IV-A and IV-B. [ ]
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A. Quality of Information vsV/

The optimality of information quality versus paramefér
under the quadratic policy can be derived from (29) as

E{L(O(r +1)) = L(O(1)) — Viyo(7)|O(7)}

< en L K (ME{ & (1)@ (1) =" (r)|0(r)}
FQu(ME{ s (N4 e, n (1) —us(T)]O(1)}
I (ME{ 597 (1) = erty, @ (7)]O(1)}
~VE{r3()]0(1)} }+4

<AV (4§ +6) 46 ¥ e n [Kn (1) 4Qu (1) +Jn (7))

We have used the fact that anonly policy does not depend
on queueX (7). The last inequality is valid for every > 0.
Therefore

E{L(O(r +1) — L(O(7)) — Vyo(r)|O(7)} < A — V™.
Taking an expectation and summing fram=0to ¢t — 1:
E{L(6(t) - L(O(0) ~ V X1y uo(r) | < At — V™.
With rearrangement anfl(©(t)) > 0, it follows that
SUTUE {yo(r)} > 4 + 1y — OO,

Dividing by ¢t and taking limit ast — oo, the performance
of the quadratic policy is lower bounded by

liminfy o0 LT E{yo(1)} > —2 + 4%, (30)

This shows that the system can be pushed to the OPtimaWé{de-oﬁ[O(l/V) oW)]

y$° by increasingl” under the quadratic policy.

B. Total Queue Backlog v§/
Now consider the existence of amonly policy with As-

0.7 =
02 =

S 7T =20
x
01 =
r
x
x

x =10
=5

Plyiolt) = o) = {

05 =

A us(t)
ara(t), ¥

uy (t) ). 9 x=20
< (t) 1

x =10

Plyao(t) = o) = {

0.3
02 =
Fig. 2.  Small network with independent channels with distiitms shown.

Quality of Information vs. V

Avg. quality of information

1 ‘ N

—e— QD y,

i i i
0 500 1000 1500 2000
\

Fig. 3. Quality of Information versu®” under the quadratic (QD) and max-
weight (MW) policies

This shows that overall queue backlog tends to increase as
V is increased.

The V parameter in (30) and (31) affects the performance
between quality of information and
total queue backlog. These results are similar to those that
can be derived under the max-weight algorithm. However,
simulation in the next section shows significant reductiébn o
gueue backlog under the quadratic policy.

sumption 1 to the conditional expectation of the drift-plus

penalty (29) under the quadratic policy:

E{L(O(r + 1) — L(O(7)) — Vyo(7)|O(7)}
<A-VyY — e en [Kn(r) + Qu(r) + Ju(7)].

Taking expectation and summing from=0 to ¢t — 1:

E{L(©(t)} - E{L(©(0))} — Vz_:lE{yo(T)}

< A-Viys)—e XS G E{KL(T) + Qu(T) + Ju (1)}
With rearrangement anél(©(t)) > 0, it follows that

Zf—;lo nej\[E {Kn(T) + Qn(7) + Jn(T)}
<44 V(DB {yo(n) - tyf?) + BLEOON

(max)

< 41 ¥ (™ - ufp) + BLOL,

Dividing by ¢ and taking limit ag — oo, the time-averaged
total queue backlog is bounded by

f<y

. 1 t—1
limsup, ., + 202}
(max)
0

—u’). @Y

V. SIMULATION EXAMPLE

Simulation under the proposed quadratic policy and the
standard max-weight policy is performed over a small nekwor
in Fig. 2. The network contains two node&/ = {1,2}.
Each node has the other as its neighbor}gd) = {2} and
H(2) = {1}. An event occurs in every slot with probability
0 0.3. We assume all uplink and relay channels are
orthogonal. The uplink channel distribution for nobdes better
than that of node as in Fig. 2.

The constraints are,(t) € {0,...,vn0(t)} for n € N.
Also, alz(t) S {0, Ce ,’}/12(t)} and agl(t) S {0, Ce 7’)/21(t)}.
Then sets'?™ — DM¥ _ 30 The feasible set of
formats isF = {0,1,2,3} with constant options given by
(@) = (0,0), (@, 7)) = (100,20), (diP, 1Y) =
(50, 15), (dﬁf’),rﬁf’)) = (10, 10) whenever there is an event.

The simulation is performed according to the algorithm in
Section IlI-C. The time-averaged quality of informationden
the quadratic and max-weight policies are shown in Fig. 3.
From the plot, the values a@f, under both policies converge
to optimality following theO(1/V") performance bound.

Fig. 4abc reveals queue backlogs in the input, uplink, and
relay queues under the quadratic and max-weight policies.
At the sameV/, the quadratic policy reduces queue backlog
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Fig. 6. Convergence of time-averaged quality of information
Fig. 4. Averaged backlog in queues versdsand system quality versus
backlog under the quadratic (QD) and max-weight (MW) policies
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Larger network with independent channels with distions shown  [2]
N (3]
by a significant constant compared to the cases under the
max-weight policy. The plot also shows the growth of queue
backlog with parameteV’, which follows theO(V') backlog (4
bound.

Fig. 4d shows that the quadratic policy can achieve nedr!
optimality with significantly smaller total system backlog
compared to the case under the max-weight policy. This shovi§
a significant advantage, which in turn affects memory sizk an
packet delay.

Another larger network shown in Fig. 5 is simulated to ob{7]
serve convergence of the proposed algorithm. As in the small
network scenario, the same probability of event occurrence
6 = 0.3 is used. Channel distributions are configured in Fig[él
5. For V' = 800, the time-averaged quality of information is
25.00 after 10° time slots as shown in the upper plot of Fig.
6. The lower plot in Fig. 6 illustrates the early period of thel®]
simulation to illustrate convergence time.

[10]

VI. CONCLUSION (11]
We studied information quality maximization in a systenp
with uplink and single-hop relay capability. From Lyapunov
optimization theory, we proposed a novel quadratic policy
having a separable property. In comparison with the mMay)
weight policy, our policy leads to an algorithm that reduces
gueue backlog by a significant constant. This reduction al(flcg1
propagates and grows with the number of queues in the syst m]
We simulated the algorithm to verify correctness and beiravi
of the new policy.

discussions of this problem formulation.
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