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#### Abstract

We investigate four problems on optimal resource allocation and cross-layer control in cognitive and cooperative wireless networks with time-varying channels. The first three problems consider different models and capabilities associated with cognition and cooperation in such networks. Specifically, the first problem focuses on the dynamic spectrum access model for cognitive radio networks and assumes no cooperation between the licensed (or "primary") and unlicensed (or "secondary") users. Here, the secondary users try to avoid interfering with the primary users while seeking transmission opportunities on vacant primary channels in frequency, time, or space. The second problem considers a relay-based fully cooperative wireless network. Here, cooperative communication techniques at the physical layer are used to improve the reliability and energy cost of data transmissions. The third problem considers a cooperative cognitive radio network where the secondary users can cooperatively transmit with the primary users to improve the latter's effective transmission rate. In return, the secondary users get more opportunities for transmitting their own data when the primary users are idle.

In all of these scenarios, our goal is to design optimal control algorithms that maximize time-average network utilities (such as throughput) subject to time-average constraints (such as power, reliability, etc.). To this end, we make use of the technique of Lyapunov


optimization to design online control algorithms that can operate without requiring any knowledge of the statistical description of network dynamics (such as fading channels, node mobility, and random packet arrivals) and are provably optimal. The algorithms for the first two problems use greedy decisions over one slot and two-slot frames, whereas the algorithm for the third problem involves a stochastic shortest path decision over a variable length frame, and this is explicitly solved, remarkably without requiring knowledge of the network arrival rates.

Finally, in the fourth problem, we investigate optimal routing and scheduling in static wireless networks with rateless codes. Rateless codes allow each node of the network to accumulate mutual information with every packet transmission. This enables a significant performance gain over conventional shortest path routing. Further, it also outperforms cooperative communication techniques that are based on energy accumulation. However, it requires complex and combinatorial networking decisions concerning which nodes participate in transmission, and which decode ordering to use. We formulate the general problems as combinatorial optimization problems and identify several structural properties of the optimal solutions. This enables us to derive optimal greedy algorithms to solve these problems. This work uses a different set of tools and can be read independently of the other chapters.

## Chapter 1

## Introduction

Next generation wireless networks are expected to provide significantly higher data rates, reliability, and energy efficiency than the current systems. There has been much effort in recent years to develop new techniques that improve the performance of wireless networks to achieve these objectives. Cognitive radio and cooperative communication are two important examples of such emerging techniques.

The motivation for cognitive radios comes from the observation that the existing static allocation of spectrum to licensed (or "primary") users leads to inefficient utilization and creates spectrum scarcity. By allowing unlicensed (or "secondary") wireless devices to dynamically access the unused portions of the spectrum, it is possible to support more users in the existing spectrum and improve its spectral efficiency. However, such dynamic spectrum access may cause undesirable interference to the licensed users. Thus, it is important to design opportunistic scheduling schemes that provide strong reliability guarantees for the licensed users while attempting to maximize the utility (e.g., throughput) of the unlicensed users.

The motivation for cooperative communication comes from the work on MIMO systems which shows that deploying multiple antennas on wireless devices offers substantial performance improvements. However, this may be infeasible is small-sized devices due to space limitations. Cooperative communication ("network MIMO") tries to emulate the gains of traditional MIMO systems in a distributed network of single antenna nodes. This form of communication transforms the traditional node or link based problems of resource allocation into a network wide problem. This necessitates the design of opportunistic algorithms that make use resources (such as power) fairly across all users to achieve a target performance.

The technique of cooperative communication can be used to obtain further gains in cognitive radio networks that go beyond the traditional dynamic spectrum access model. In this model, the secondary users try to avoid interfering with the primary users while seeking transmission opportunities on vacant primary channels. This model assumes no cooperation between the primary and secondary users. However, with cooperative communication, a secondary user can use its resources to improve the effective transmission rate of the primary user. In return, the secondary user can get more opportunities for transmitting its own data when the primary user is idle. In this scenario, the secondary users need to make dynamic decisions on whether to cooperate or not in order to maximize their transmission opportunities.

In this thesis, we study several such resource allocation problems in the area of cognition and cooperation in wireless networks. Our goal is to design optimal control algorithms that maximize general time-average network utilities (such as throughput) subject
to time-average constraints (such as power, reliability, etc.). We describe these problems in more detail in Sec. 1.2.

### 1.1 Models for Cognitive Radio Networks

Several different models for cognitive radio networks have been considered in the literature. Depending on the assumptions made about the capabilities of cognition and cooperation and the method of secondary user transmissions, these can be broadly classified under the following three categories [GJMS09]:

1. Underlay Model: In this model, the secondary users are allowed to transmit concurrently with the primary users as long as the resulting interference caused to the primary receivers is below some acceptable threshold. This may be achieved, for example, using ultrawideband (UWB) transmissions where the secondary users transmit over a wide bandwidth such that the resulting interference power at the primary receivers is below the noise floor. Since the primary interference constraints are typically quite restrictive, the secondary users are limited to short range communication in this model.
2. Overlay Model: In this model, it is assumed that the secondary users are aware of the primary user codebooks and possibly its messages. This knowledge can then be exploited by the secondary user to either mitigate or altogether cancel any interference seen at the primary and secondary receivers. This may be achieved using sophisticated coding and interference management techniques such as Dirty Paper Coding and Interference Alignment. While this model can potentially achieve
the largest rate region, the assumption about non-causal knowledge of primary messages at the secondary user may limit its practical utility.
3. Interweave Model: This model is inspired by the notion of opportunistic communication where the secondary users seek transmission opportunities in vacant primary channels in frequency, time, and/or space, also knows as "spectrum holes". Also referred to as the dynamic spectrum access model, here the secondary users monitor the spectrum occupancy process of the primary users and then opportunistically transmit on idle primary channels. A key challenge here is to maximize such opportunities while limiting the interference caused to the primary users due to imperfect knowledge of the primary user channel occupancy state.

In this thesis, we will focus primarily on the Interweave Model. Within this model, several variants have been considered in the literature that differ in the assumptions made on the interaction between the primary and secondary users in the network. See, for example, $[\mathrm{Bud} 07, \mathrm{ZS} 07]$ for surveys on the taxonomy and classifications for such dynamic spectrum access networks. On one extreme is the case where the primary users are completely oblivious to the secondary users and do not change their spectrum usage to accommodate them. In this case, it is the responsibility of the secondary users to avoid interfering excessively with the primary users by intelligently monitoring the spectrum and transmitting opportunistically. On the other extreme is the case where the primary and secondary users fully cooperate in each other's transmissions (for example, using relay-based cooperative communication). There can also be hybrid scenarios where the primary users are aware of the presence of secondary users, but do not spend their
resources helping secondary transmissions. We consider all of these scenarios in Chapters 2,3 , and 4 respectively, as discussed next.

### 1.2 Summary of Contributions

In this thesis, we study the following problems on optimal resource allocation and crosslayer control in cognitive and cooperative wireless networks:

1. In Chapter 2, we consider a cognitive network with licensed (primary) users and unlicensed (secondary) users under the dynamic spectrum access model. The primary users are assumed to be completely oblivious to the presence of the secondary users. The secondary users have imperfect knowledge about the primary users' spectrum usage and must meet a constraint on the maximum time-average rate of collisions for each primary user while seeking transmission opportunities on the primary channels. We formulate this as a constrained stochastic optimization problem. In order to satisfy the maximum collision constraint, we make use of the virtual cost queue technique of [Nee06] in the form of "collision" queues. These collision queues enable stochastic optimization by acting as dynamic Lagrange multipliers [HN09]. Using the technique of Lyapunov optimization, we design an online admission control, scheduling and resource allocation algorithm that meets the desired objectives and provides explicit performance guarantees. This algorithm works in the presence of imperfect knowledge about the primary user spectrum usage and does not require
knowledge of the secondary user mobility patterns. A salient feature of our algorithm is that it provides deterministic worst case bounds on the maximum number of collisions suffered by a primary user over any time duration.
2. In Chapter 3, we investigate optimal resource allocation for delay-limited cooperative communication in time varying wireless networks. Specifically, we consider a team of mobile users with real-time applications that have strict delay constraints and fixed rate and reliability requirements (e.g., voice, multimedia). Cooperative communication is particularly attractive in such delay-limited scenarios since it can offer significant spatial diversity gains on top of conventional techniques used for combating fading. In this chapter, we develop dynamic cooperation strategies that make optimal use of network resources to achieve a target outage probability (reliability) for each user subject to average power constraints. Using the technique of Lyapunov optimization, we first present a general framework to solve this problem and then derive quasi-closed form solutions for several cooperative protocols proposed in the literature (such as Decode-and-Forward and Amplify-and-Forward). Both scenarios where channel state information is available at the transmitter and when only the statistics are known are considered. The model studied in this chapter can be considered as a fully cooperative cognitive network where there is no distinction between the primary and secondary users.
3. In Chapter 4, we extend the model of a cognitive radio network introduced in Chapter 2 and allow a secondary user to cooperate with the primary user in order to improve the reliability of the primary transmissions. Although the secondary user
must use its own resources for such cooperation, the observation is that this potentially creates more opportunities for the secondary user to transmit its data. However, the secondary user must balance the desire to cooperate more (to create more transmission opportunities) with the need for maintaining sufficient energy levels for its own transmissions. Such a model is applicable in the emerging area of cognitive femtocell networks. We formulate the problem of maximizing the secondary user throughput subject to a time average power constraint under these settings. This is a constrained Markov Decision Problem and conventional solution techniques based on dynamic programming require either extensive knowledge of the system dynamics or learning based approaches that suffer from large convergence times. However, using the technique of Lyapunov optimization, we design a novel greedy and online control algorithm that overcomes these challenges and is provably optimal.
4. In Chapter 5, we consider the problem of optimal routing and scheduling strategies for multi-hop wireless networks with rateless codes. Rateless codes allow each node of the network to accumulate mutual information with every packet transmission. This enables a significant performance gain over conventional shortest path routing. Further, it also outperforms cooperative communication techniques that are based on energy accumulation. However, it requires complex and combinatorial networking decisions concerning which nodes participate in transmission, and which decode ordering to use. We formulate the general problem as a combinatorial optimization problem and then make use of several structural properties to simplify the solution
and derive an optimal greedy algorithm. Although the reduced problem still has exponential complexity, using the insight obtained from the optimal solution to a line network, we propose two simple heuristics that can be implemented in polynomial time in a distributed fashion and compare them with the optimal solution. Simulations suggest that both heuristics perform very close to the optimal solution over random network topologies.

### 1.3 Outline of Thesis

Cognitive radio networks and cooperative communication are expected to be essential components of future wireless networks. The research performed in this thesis investigates optimal resource allocation and network control problems in these areas using deterministic and stochastic optimization techniques. Specifically, the analysis presented in Chapters 2, 3, and 4 is based on the framework of cross-layer design using Lyapunov optimization theory [GNT06,Nee10b]. Control algorithms developed using this stochastic optimization approach have several attractive features. In particular, they do not require knowledge of the statistics of the packet arrival, user mobility and channel fading processes. These algorithms are greedy and online and thus amenable to implementation. Chapter 5, which considers deterministic and combinatorial optimization problems, uses a different set of analytical tools and can be read independently of the other chapters.

## Chapter 2

## Reliable Scheduling in Cognitive Radio Networks

This chapter focuses on reliable scheduling in cognitive radio networks consisting of both primary (licensed) and secondary (unlicensed) users. Specifically, we consider the $d y$ namic spectrum access model for cognitive radio networks in which the secondary users seek transmission opportunities on vacant primary channels in frequency, time, or space. However, the current primary channel occupancy state is not fully known to the secondary users. Rather, we assume that they only know the probability of a primary channel being busy at any given time. In this setting, we formulate the problem of maximizing the sum total throughput utility of the secondary users subject to time-average collision constraints with the primary users. Using the technique of Lyapunov optimization, we construct an online control algorithm that jointly performs admission control, scheduling and resource allocation and provides explicit performance guarantees. A key feature of this algorithm is its use of "collision" queues that enable it to provide tight reliability guarantees in the form of a bound on the worst case number of collisions suffered by a primary user in any time interval. This algorithm operates without requiring a-priori
knowledge of the mobility patterns of the secondary users and yields an average throughput utility that can be pushed arbitrarily close to the optimal value, with a trade-off in average delay.

### 2.1 Introduction

Cognitive radio networks have recently emerged as a promising technique to improve the utilization of the existing radio spectrum. The key enabler is the cognitive radio [Mit00, MM99, Hay05] that can dynamically adjust its operating points over a wide range depending on spectrum availability. The main idea behind a cognitive network is for the unlicensed users to exploit the spatially and/or temporally underutilized spectrum by transmitting opportunistically. However, a basic requirement is to ensure that the existing licensed users are not adversely affected by such transmissions. Such interference with the licensed users may be unavoidable due to lack of precise channel state information. In this chapter, we develop an opportunistic scheduling algorithm that maximizes the throughput utility of the secondary (or unlicensed) users subject to maximum collision constraints with the primary (or licensed) users in a cognitive radio network. This algorithm works in the presence of imperfect knowledge about primary user spectrum usage and provides tight reliability guarantees.

A survey on the taxonomy, design issues, and recent work in cognitive radio networks is provided in [ALVM06, Bud07, ZS07]. The problem of optimal spectrum assignment to secondary users in static networks is treated in [PZZ06, CZ05, WLX05, HSS07, $\mathrm{YBC}^{+} 07$, SH08,DSM09] where it is assumed that scheduling is aware of primary user transmissions.

Scheduling the secondary users under partial channel state information is considered in [CZS08,ZTSC07,HLD08,LKL10] which use a probabilistic maximum collision constraint with the primary users.

In this chapter, we use the techniques of adaptive queueing and Lyapunov optimization to design an online admission control, scheduling and resource allocation algorithm for a cognitive network that maximizes the throughput utility of the secondary users subject to a maximum rate of collisions with the primary users. This algorithm operates without knowing the mobility pattern of the secondary users and provides explicit performance bounds. Lyapunov optimization techniques were perhaps first applied to wireless networks in the landmark paper [TE92], where Lyapunov drift is used to develop a joint optimal routing and scheduling algorithm. This method has since been extended to treat problems of joint stability and utility optimization in general stochastic networks in [Nee03,NMR05, NML08, Nee06] and wireless mesh networks in [NU07]. Recent work in [KS10, LLS10] applies these techniques for resource allocation problems in cognitive radio networks, similar to our work in this chapter. The analysis presented in all of these works, including this chapter is based on the framework of Lyapunov optimization theory [GNT06,Nee10b].

The main contributions of this chapter are described below:

- We develop throughput optimal control policies for cognitive networks with general interference and mobility models.
- We introduce the notion of "collision" queues that are used to provide strong reliability bounds in terms of the worst case number of collisions suffered by a primary user in any time interval. In particular, the collision queue method here is adapted
from the virtual power queue technique of [Nee06]. However, the collision queues developed here are designed to ensure reliability constraints, rather than average power constraints. Different from [Nee06], this requires the inputs to the virtual queues to be random collision variables that can be evaluated only after packet transmission has taken place.
- We develop easier to implement constant factor approximations to the optimal resource allocation problem.

The rest of the chapter is organized as follows. We describe the network model and assumptions in Sec. 2.2. We formulate the objective of maximizing the sum throughput utility of the secondary users subject to time average collision constraints as a stochastic optimization problem in Sec. 2.3. Then, in Sec. 2.4, we present an online control algorithm $C N C$ that solves this problem optimally. Subsequent sections analyze its performance and provide analytical guarantees. In Sec. 2.6, we describe a distributed version of $C N C$ and provide simulation based evaluation in Sec. 2.7.

### 2.2 Network Model

We consider a cognitive radio network consisting of $M$ primary users and $N$ secondary users as shown in Fig. 2.1. Each primary user has a unique licensed channel and these are orthogonal in frequency and/or space. Thus, the primary users can send data over their own licensed channels to their respective access points simultaneously. The secondary users do not have any such channels and opportunistically try to send their data to their


Figure 2.1: Example cognitive network showing primary and secondary users
receivers by utilizing idle primary channels. Such opportunities are called "spectrum holes" [TSM09].

### 2.2.1 Mobility Model

We consider a time-slotted model. The primary users are assumed to be static. However, the secondary users could be mobile so that the set of channels they can access can change over time. In a timeslot, a secondary user can access a subset of the primary channels potentially depending on its current location. This information is concisely represented by an $N \times M$ binary channel accessibility matrix $\boldsymbol{H}(t)=\left\{h_{n m}(t)\right\}_{N \times M}$ where:

$$
h_{n m}(t)= \begin{cases}1 & \text { if secondary user } n \text { can access channel } m \text { in slot } t \\ 0 & \text { else }\end{cases}
$$

For example, the channel accessibility matrix for the example network in Fig. 2.1 is given by:

$$
\boldsymbol{H}(t)=\left[\begin{array}{llll}
1 & 0 & 0 & 0 \\
1 & 1 & 1 & 0 \\
0 & 0 & 0 & 1 \\
0 & 1 & 1 & 0 \\
0 & 1 & 1 & 0
\end{array}\right]
$$

Specifically, secondary user 1 in Fig. 2.1 can currently access channel 1 only (as indicated by the first row of the $\boldsymbol{H}(t)$ matrix above), while secondary user 2 can currently access either channels 1,2 , or 3 (as indicated by the second row in the $\boldsymbol{H}(t)$ matrix). We assume that the mobility process of the secondary users is such that the resulting $\boldsymbol{H}(t)$ process is Markovian and has a well defined steady state distribution. However, the transition probabilities associated with this Markov Chain could be unknown.

### 2.2.2 Interference Model

Let $\boldsymbol{S}(t)=\left(S_{1}(t), S_{2}(t), \ldots, S_{M}(t)\right)$ represent the current primary user occupancy state of the $M$ channels. Here, $S_{i}(t) \in\{0,1\}$ (for $i \in\{1,2, \ldots, M\}$ ) with the interpretation that $S_{i}(t)=0$ if channel $i$ is occupied by primary user $i$ in timeslot $t$ and $S_{i}(t)=1$ if primary user $i$ is idle in timeslot $t$. We assume that exactly 1 packet can be transmitted over any channel in a timeslot. A secondary user can attempt transmission over at most 1 channel subject to the constraints in $\boldsymbol{H}(t)$. This transmission is successful only when the channel is not being used by its primary user or any other secondary user. If a secondary
user transmits on a channel which is busy, there is a collision and both packets are lost. We assume that multi-user detection/interference cancellation is not available so that if the secondary user attempts to transmit its own data when some other user is also transmitting, there is enough interference at the access point and no data is successfully received.

To capture the interference that a secondary user transmission may cause on other channels, for all $n \in\{1,2, \ldots, N\}, m \in\{1,2, \ldots, M\}$, we define $\mathcal{I}_{n m}(t)$ as the set of channels that secondary user $n$ interferes with when it uses channel $m$ in timeslot $t$. We include $m$ in the set $\mathcal{I}_{n m}(t)$. We further define the following indicator variables (to be used later):

$$
I_{n m}^{k}(t)= \begin{cases}1 & \text { if } k \in \mathcal{I}_{n m}(t) \quad \forall k \in\{1,2, \ldots, M\} \\ 0 & \text { else }\end{cases}
$$

Clearly, $I_{n m}^{m}(t)=1$ for all $m, n, t$. Under this interference model, the following two conditions are necessary for a transmission by secondary user $n$ on channel $m$ in slot $t$ to be successful:

1. $S_{m}(t)=1$
2. For all other secondary users $i$ transmitting on a channel $j \in\{1,2, \ldots, M\}$, we have $m \notin \bigcup \mathcal{I}_{i j}(t)$ (where $i \in\{1,2, \ldots, N\} \backslash\{n\}$ )

This interference model is general enough to capture scenarios in which the channels may not be orthogonal with respect to the secondary user transmissions although they are orthogonal for the primary user transmissions. Further, it is general enough to model


Figure 2.2: Two state Markov Chain example for primary user channel occupancy process scenarios where these sets could also change over time (possibly depending on the secondary user location). In most practical situations, the cardinality of the interference sets $\mathcal{I}_{n m}(t)$ would be small. An important special case is when the channels are indeed orthogonal for all secondary user transmissions, so that $\mathcal{I}_{n m}(t)=\{m\}$ for all $m, n, t$.

As an example, consider secondary user 4 in Fig. 2.1, and suppose this user transmits a packet over channel 2. Under an orthogonal channel model, we would have $\mathcal{I}_{42}(t)=\{2\}$, as this transmission would not interfere with any other channels. However, in a model where channels are not necessarily orthogonal, it might be that channel 2 uses the same frequency as channel 1 , in which case we would have $\mathcal{I}_{42}(t)=\{2,1\}$, as the current location of node 4 may be close enough to interfere with channel 1 (even though it is not close enough to communicate over channel 1 ). Note that this $\mathcal{I}_{42}(t)$ set can potentially change over time if node 4 moves to a location that would no longer would interfere with channel 1.

### 2.2.3 Primary User Traffic Model

We assume that the primary user channel occupancy process $\boldsymbol{S}(t)$ evolves according to a finite state ergodic Markov Chain on the state space $\{0,1\}^{M}$ and is independent of the
secondary user mobility process $\boldsymbol{H}(t)$. It is further assumed to be independent of the control actions of the secondary users. In particular, we assume that the primary users do not attempt retransmissions when collisions take place. For example, the primary users may be using a voice application which can tolerate some lost packets, but has strict delay constraints so that retransmissions are not done. Another example is where the primary users use erasure codes such that the data can be recovered even when some packets are lost.

Each primary user $m$ receives exogenous data at a rate $\nu_{m} \leq 1$ packet/slot and can tolerate a maximum time average rate of collisions given by $\rho_{m} \nu_{m}$, where $\rho_{m}<1$ is the maximum fraction of primary user $m$ packets that can have collisions and is known to the secondary users. For example, $\rho_{m}=0.05$ means that at most $5 \%$ of primary user $m$ packets can have collisions.

### 2.2.4 Channel State Information Model

The channel state information available to the secondary users is described by a probability vector $\boldsymbol{P}(t)=\left(P_{1}(t), P_{2}(t), \ldots, P_{M}(t)\right)$ where $P_{i}(t)$ is the probability that primary user $i$ is idle in timeslot $t$. The $\boldsymbol{P}(t)$ process is assumed to be modulated by a finite state discrete time Markov Chain (DTMC). Specifically, let $\chi(t)$ represent a finite state DTMC that represents the state of the primary users (where "state" is an abstract term here and could be different in different examples, e.g., it could be $\boldsymbol{S}(t-1)$, the channel occupancy state in the previous slot). The $\chi(t)$ process is assumed to be independent of the control actions. Then for each channel $m$ and each slot $t$, we define $P_{m}(t)=\operatorname{Pr}\left[S_{m}(t)=1 \mid \chi(t)\right]$.

Thus, $P_{m}(t)$ is modulated by this process and hence is also independent of the control actions.

We assume that this information is obtained either through a knowledge of the traffic statistics of the primary users, or by sensing the channels, or a combination of these. In addition, prediction based techniques could also be used to get this information. We discuss two examples of these scenarios in the following.

Example 1: Using knowledge of traffic statistics: Consider a single primary user whose channel occupancy process $S(t)$ is described by a 2 state Markov Chain as shown in Fig. 2.2. Suppose the last state of the Markov Chain is known at the beginning of each slot and let $\chi(t)=S(t-1)$. If the transition probabilities $\epsilon$ and $\delta$ associated with this Markov Chain are known, then one can compute $P(t)=\operatorname{Pr}[S(t)=1 \mid S(t-1)]$. Specifically, $\operatorname{Pr}[S(t)=1 \mid S(t-1)=0]=\delta$ and $\operatorname{Pr}[S(t)=1 \mid S(t-1)=1]=1-\epsilon$. A secondary user can obtain this information, for example, by querying the primary user base station that knows $\chi(t)$, so that it is able to tell the current $P(t)$ value. It can be seen that in this example $P(t)$ is modulated by the 2 state $\chi(t)$ process.

Example 2: Using a combination of channel sensing and traffic statistics: In the example above, suppose a secondary user also senses the current channel state $S(t)$ and uses a detection algorithm that outputs $\tilde{S}(t)$ as follows:

$$
\text { if } S(t)=0, \tilde{S}(t)=\left\{\begin{array}{ll}
1 & \text { w.p. } p \\
0 & \text { w.p. } 1-p
\end{array} \quad \text { if } S(t)=1, \tilde{S}(t)= \begin{cases}1 & \text { w.p. } 1-q \\
0 & \text { w.p. } q\end{cases}\right.
$$

Here, $p$ and $q$ can be thought of as the probabilities of false detection associated with the sensing mechanism. Similar models have been considered in [CZS08, ZTSC07].

Let $\chi(t)=[\tilde{S}(t), S(t-1)]$. Then, a secondary user can compute $P(t)$ as follows:

If $\tilde{S}(t)=1$ :

$$
\begin{aligned}
P(t) & =\operatorname{Pr}[S(t)=1 \mid \tilde{S}(t)=1, S(t-1)] \\
& =\operatorname{Pr}[\tilde{S}(t)=1 \mid S(t)=1, S(t-1)] \frac{\operatorname{Pr}[S(t)=1 \mid S(t-1)]}{\operatorname{Pr}[\tilde{S}(t)=1 \mid S(t-1)]} \\
& =\frac{(1-q) \operatorname{Pr}[S(t)=1 \mid S(t-1)]}{(1-q) \operatorname{Pr}[S(t)=1 \mid S(t-1)]+p \operatorname{Pr}[S(t)=0 \mid S(t-1)]}
\end{aligned}
$$

If $\tilde{S}(t)=0$ :

$$
\begin{aligned}
P(t) & =\operatorname{Pr}[S(t)=1 \mid \tilde{S}(t)=0, S(t-1)] \\
& =\operatorname{Pr}[\tilde{S}(t)=0 \mid S(t)=1, S(t-1)] \frac{\operatorname{Pr}[S(t)=1 \mid S(t-1)]}{\operatorname{Pr}[\tilde{S}(t)=0 \mid S(t-1)]} \\
& =\frac{q \operatorname{Pr}[S(t)=1 \mid S(t-1)]}{q \operatorname{Pr}[S(t)=1 \mid S(t-1)]+(1-p) \operatorname{Pr}[S(t)=0 \mid S(t-1)]}
\end{aligned}
$$

In this example too, it can be seen that $P(t)$ is modulated by the $\chi(t)$ process.

Our model for the channel state information captures the situations where the exact channel state may not be available to the secondary users (e.g., due to limitations in carrier sensing). These probabilities capture the inherent sensing measurement errors associated with any primary transmission detection algorithm. Intuitively, the "closer" $\boldsymbol{P}(t)$ is to $\boldsymbol{S}(t)$, the smaller the chances of collisions.

### 2.2.5 Queueing Dynamics and Control Decisions

Each secondary user $n$ receives data according to an arrival process $A_{n}(t)$ that has rate $\lambda_{n}$ packets/slot. We assume that the maximum number of arrivals to any secondary user $n$ is upper bounded by a constant value $A_{\max }$ every timeslot. This data arrives at the transport layer and admission control decisions on how many packets to admit to the network layer are taken by each secondary user. We assume that there are no transport layer buffers and add/drop decisions are taken immediately.

Let $Q_{n}(t)$ be the backlog in the network layer queue of secondary user $n$ at the beginning of timeslot $t$. Let $R_{n}(t)$ be the control decision that denotes the number of new packets admitted into this queue in slot $t$. Define $\mu_{n m}(t)$ as the control decision that allocates channel $m$ to secondary user $n$ in slot $t$. In this model $\mu_{n m}(t) \in\{0,1\} \forall m, n$ with the interpretation that $\mu_{n m}(t)=1$ if secondary user $n$ transmits on channel $m$ and $\mu_{n m}(t)=0$ else. Note that there is a successful transmission on channel $m$ only when the necessary conditions specified earlier are met. Then the queueing dynamics of secondary user $n$ under these control decisions is described by:

$$
\begin{equation*}
Q_{n}(t+1)=\max \left[Q_{n}(t)-\sum_{m=1}^{M} \mu_{n m}(t) S_{m}(t), 0\right]+R_{n}(t) \tag{2.1}
\end{equation*}
$$

where

$$
\begin{align*}
& \mu_{n m}(t) \in\{0,1\} \forall m, n  \tag{2.2}\\
& \mu_{n m}(t) \leq h_{n m}(t) \forall m, n  \tag{2.3}\\
& 0 \leq \sum_{m=1}^{M} \mu_{n m}(t) \leq 1 \forall n  \tag{2.4}\\
& \mu_{n m}(t)=1 \Longleftrightarrow \sum_{j=1}^{M} \sum_{\substack{i=1 \\
i \neq n}}^{N} I_{i j}^{m}(t) \mu_{i j}(t)=0 \forall m, n  \tag{2.5}\\
& 0 \leq R_{n}(t) \leq A_{n}(t) \tag{2.6}
\end{align*}
$$

Here, inequality (2.3) represents the constraint imposed by the channel accessibility matrix $\boldsymbol{H}(t)$. Inequality (2.4) represents the constraint that a secondary user can be allocated at most 1 channel. (2.5) represents the second necessary condition for successful transmission expressed in terms of the $I_{n m}^{k}(t)$ variables. In the special case of orthogonal channels, this simplifies to the constraint that a channel can be allocated to at most 1 secondary user, i.e.,

$$
\begin{equation*}
0 \leq \sum_{n=1}^{N} \mu_{n m}(t) \leq 1 \forall m \tag{2.7}
\end{equation*}
$$

### 2.2.6 Discussion of Network Model

The above network model considers access point based networks with static (or locally mobile) licensed and fully mobile unlicensed users. Examples of real networks that can be modeled like this include Wi-Fi, cellular and mesh networks with both licensed and
unlicensed users. In such networks, the licensed users may not schedule their transmissions and thus send at any time they desire. The unlicensed users must make an effort to opportunistically use the spectrum holes without interfering too much with the licensed users, and hence need sophisticated scheduling mechanisms.

A taxonomy of different approaches to spectrum sharing in cognitive networks is provided in [GJMS09, Bud07, ZS07]. The network model used in this chapter falls into the "interweave" approach to spectrum sharing.

### 2.3 Maximum Throughput Objective

Let $r_{n}$ denote the time average rate of admitted data for secondary user $n$, i.e.,

$$
r_{n}=\lim _{t \rightarrow \infty} \frac{1}{t} \sum_{\tau=0}^{t-1} R_{n}(\tau)
$$

Let $\boldsymbol{r}=\left(r_{1}, \ldots, r_{N}\right)$ denote the vector of these time average rates.
We define the following "collision" variables for each primary user $m \in\{1, \ldots, M\}$ :

$$
C_{m}(t)= \begin{cases}1 & \text { if there was a collision with primary user in channel } m \text { in slot } t \\ 0 & \text { else }\end{cases}
$$

Let $c_{m}$ denote the time average rate of collision for primary user $m$, i.e.,

$$
c_{m}=\lim _{t \rightarrow \infty} \frac{1}{t} \sum_{\tau=0}^{t-1} C_{m}(\tau)
$$

Let $\left\{\theta_{1}, \ldots, \theta_{N}\right\}$ be a collection of positive weights. Then the control objective is to design an admission control and scheduling policy that yields time average rate vector $\boldsymbol{r}$ that solves the following optimization problem:

$$
\begin{array}{ll}
\text { Maximize: } & \sum_{n=1}^{N} \theta_{n} r_{n} \\
\text { Subject to: } & 0 \leq r_{n} \leq \lambda_{n} \forall n \in\{1, \ldots, N\} \\
& c_{m} \leq \rho_{m} \nu_{m} \forall m \in\{1, \ldots, M\} \\
& \boldsymbol{r} \in \Lambda
\end{array}
$$

Here, $\Lambda$ represents the network capacity region for the network model as described above. It is defined as the set of all input rate vectors $\vec{\lambda}=\left(\lambda_{1}, \ldots, \lambda_{N}\right)$ of the secondary users for which a scheduling strategy exists that can support $\vec{\lambda}$ (without admission control) subject to the constraints imposed by the network. The notion of network capacity for general networks with time varying channels and energy constraints is formalized in [NMR05,Nee06, GNT06] where it is shown to be a function of the steady state network topology distribution, channel probabilities, and time average transmission rates.

Let $\boldsymbol{r}^{*}=\left(r_{1}^{*}, \ldots, r_{N}^{*}\right)$ denote the optimal solution to the optimization problem defined above. In principle, it can be solved if all system parameters are known in advance including $\Lambda$. However, in practice, this region may not be known to the network controller (e.g., because the mobility patterns of the secondary users are unknown) and the above maximization problem must be done for input rates either inside or outside of the capacity region. Even if all system parameters are known, the optimal solution may be difficult to implement as it may require centralized coordination among all users.

We next present an online control algorithm that overcomes all of these challenges.

### 2.4 Optimal Control Algorithm

We now present the Cognitive Network Control Algorithm (CNC), a cross-layer control strategy that can be shown to achieve the optimal solution $\boldsymbol{r}^{*}$ to the network optimization problem presented earlier. It operates without knowledge of whether the input rate is within or outside of the capacity region $\Lambda$. Further, it provides deterministic worst case bounds on the maximum secondary user queue backlog at all times and the maximum number of collisions with a primary user in a given time interval. These are much stronger than probabilistic performance guarantees. Finally, it offers a control parameter $V$ that enables an explicit trade-off between the average throughput utility and delay. This algorithm is similar in spirit to the "backpressure" algorithms proposed in [Nee06,NU07] for problems of energy optimal networking in wireless ad-hoc and mesh networks.

The algorithm is decoupled into two separate components. The first component performs optimal admission control at the transport layers and is implemented independently at each secondary user. The second component determines a network wide resource allocation every slot and needs to be solved collectively by the secondary users.

In addition to the actual queue backlog $Q_{n}(t)$, this algorithm uses a set of collision queues $X_{m}(t)$ for each channel $m$. These queues are "virtual" in that they are maintained purely in software. These are used to track the amount by which the number of collisions suffered by a primary user $m$ exceeds its time average collision fraction $\rho_{m}$. These could be maintained at the primary user base station for each channel. We assume that the
secondary users are aware of the $X_{m}(t)$ value for each channel $m$ that they can access at time $t$. We define the collision queue $X_{m}(t)$ for channel $m$ as follows:

$$
\begin{equation*}
X_{m}(t+1)=\max \left[X_{m}(t)-\rho_{m} 1_{m}(t), 0\right]+C_{m}(t) \tag{2.8}
\end{equation*}
$$

where $C_{m}(t)$ is the collision variable for channel $m$ as defined in the previous section and $1_{m}(t)$ is an indicator variable, taking value 1 if primary user $m$ transmits in slot $t$ and 0 else (so that $1_{m}(t)=1-S_{m}(t)$ ). The above equation represents the queueing dynamics of a single server system with input process $C_{m}(t)$ and service process $\rho_{m} 1_{m}(t)$. This system is stable only when the service rate is greater than or equal to the input rate, i.e.,

$$
c_{m}=\lim _{t \rightarrow \infty} \frac{1}{t} \sum_{\tau=0}^{t-1} C_{m}(\tau) \leq \lim _{t \rightarrow \infty} \rho_{m} \frac{1}{t} \sum_{\tau=0}^{t-1} 1_{m}(\tau)=\rho_{m} \nu_{m}
$$

This is precisely the collision constraint in the utility optimization problem stated earlier. Thus, if our policy stabilizes all collision queues as defined above, the maximum average rate of collisions will meet the required constraint. This technique of turning time average constraints into queueing stability problems was introduced in [Nee06] where it was used for satisfying average power constraints.

### 2.4.1 Cognitive Network Control Algorithm (CNC)

Let $V \geq 0$ be a fixed control parameter. Let the admission control and resource allocation decision under the $C N C$ algorithm be $R_{n}^{C N C}(t)$ and $\mu_{n m}^{C N C}(t)$ respectively. These are determined as follows:

1. Admission Control: At each secondary user $n$, choose the number of packets to admit $R_{n}^{C N C}(t)$ as the solution to the following problem:

$$
\begin{array}{ll}
\text { Minimize: } & R_{n}(t)\left[Q_{n}(t)-V \theta_{n}\right] \\
\text { Subject to: } & 0 \leq R_{n}(t) \leq A_{n}(t) \tag{2.9}
\end{array}
$$

This problem has a simple threshold-based solution. In particular, if the current queue backlog $Q_{n}(t)>V \theta_{n}$, then $R_{n}^{C N C}(t)=0$ and no new packets are admitted. Else, if $Q_{n}(t) \leq V \theta_{n}$, then $R_{n}^{C N C}(t)=A_{n}(t)$ and all new packets are admitted. Note that this can be solved separately at each user and does not require knowledge of $\theta_{n}$ weights of other users.
2. Resource Allocation: Choose a resource allocation $\mu_{n m}^{C N C}(t)$ that solves the following problem:

Maximize: $\quad \sum_{n, m} \mu_{n m}(t)\left[Q_{n}(t) P_{m}(t)-\sum_{k=1}^{M} X_{k}(t)\left(1-P_{k}(t)\right) I_{n m}^{k}(t)\right]$
Subject to: $\quad$ constraints (2.2), (2.3), (2.4), (2.5)

After observing the outcome of this allocation at the end of the slot, the virtual queues are updated as in (2.8) based on the feedback received about a collision with a primary user or a successful transmission. Note that only collisions with a primary user affect (2.8), collisions between secondary users do not affect the virtual collision queues.

The above problem is a generalized Maximum Weight Match problem where the weight for a pair $(n, m)$ is given by $\left(Q_{n}(t) P_{m}(t)-\sum_{k=1}^{M} X_{k}(t)\left(1-P_{k}(t)\right) I_{n m}^{k}(t)\right)$. This is the difference between the current queue backlog $U_{n}(t)$ weighted by the probability that primary user $m$ is idle and the weighted sum of all collision queue backlogs $X_{k}(t)$ for the channels that user $n$ interferes with if it uses channel $m$. The weight for a collision queue is the probability that the corresponding primary user will transmit. Note that if this difference is non-positive, then the link $(n, m)$ can be removed from the decision options, simplifying scheduling. This problem is hard to solve in general, though constant factor approximations exist that are easier to implement. We discuss these in Sec. 2.6.

For the case when all channels are orthogonal from the point of view of secondary users (which means a secondary user transmission on a channel does not cause interference to other channels), $\mathcal{I}_{n m}(t)=\{m\}$ so that $I_{n m}^{m}(t)=1, I_{n m}^{k}(t)=0 \forall k \neq m$. Then the above maximization simplifies to the following problem:

$$
\begin{equation*}
\text { Maximize: } \quad \sum_{n, m} \mu_{n m}(t)\left[Q_{n}(t) P_{m}(t)-X_{m}(t)\left(1-P_{m}(t)\right)\right] \tag{2.11}
\end{equation*}
$$

Subject to: $\quad$ constraints (2.2), (2.3), (2.4), (2.7)

The above maximization requires solving the Maximum Weight Match (MWM) problem on an $N \times M$ bipartite graph of $N$ secondary users and $M$ channels. This problem can be solved in polynomial time, though this may require centralized control. We discuss simpler constant factor approximations in Sec. 2.6. Also, we consider a cell partitioned network in the simulations of Sec. 2.7 for which a full maximum weight match can be implemented in a distributed manner.

To get an intuition behind the algorithm, consider the maximization in (2.11) for the orthogonal channel case. A secondary user $n$ would attempt transmission over channel $m$ only if $Q_{n}(t) P_{m}(t)>X_{m}(t)\left(1-P_{m}(t)\right)$. Intuitively, this algorithm tries to schedule secondary users with larger queue backlogs over those channels that are more likely to be idle and that have smaller "effective" collision queue values. Here, the effective collision queue value is its actual value weighted by the probability of that channel being busy with its primary user. Intuitively, these collision queues enable stochastic optimization by acting as dynamic Lagrange multipliers [GNT06]. Using (2.11), the dynamic weights of $X_{m}(t)$ help determine the best channel for attempting transmission.

### 2.4.2 Comparison with a Counter Based Algorithm

The virtual collision queues $X_{m}(t)$ play a crucial role in making optimal control decisions. To illustrate this, we compare the performance of $C N C$ with a Counter Based Algorithm on a simple example network with one static secondary user and two primary channels. In this algorithm, a count of the number of collisions suffered so far is maintained for each primary channel. In each slot, a channel $m$ is considered eligible for access only if the average rate of collisions so far does not violate the constraint $\rho_{m} \nu_{m}$. Further, if both the channels are eligible, then the algorithm selects the one that is more likely to be idle. Note that unlike $C N C$, this algorithm does not make use of the queue values (real or virtual) in making control decisions.

In the example we consider, we assume that both primary channels evolve independently according to the 2 state Markov Chain of Fig. 2.2 with $P_{10}=\epsilon=1 / 3$ and


Figure 2.3: Total average congestion vs. input rate under the Counter Based Algorithm and CNC.
$P_{01}=\delta=1 / 3$. This means that $\nu_{1}=\nu_{2}=0.5$ packets/slot. We assume that the maximum collision fraction $\rho_{m}=0.05$ for both channels, so that for each primary user, at most $5 \%$ of its packets can have collisions.

New packets arrive at the secondary user according to an i.i.d. Bernoulli process of rate $\lambda$. For simplicity, we assume no admission control so that all arrivals are accepted into the network queue. In Fig. 2.3, we plot the average congestion at the secondary user under the Counter Based Algorithm and $C N C$ for different values of the input rate $\lambda$. The vertical lines in Fig. 2.3, which appear at $\lambda=0.085$ packets/slot and $\lambda=0.1$ packets/slot, represent the maximum secondary throughput achieved under these algorithms. From this, it can be seen that $C N C$ significantly outperforms the Counter Based Algorithm. Intuitively, this is because the Counter Based Algorithm is more conservative than CNC. Unlike the Counter Based Algorithm, under $C N C$, a channel $m$ may be accessed even if the average rate of collisions seen by it so far temporarily violates the constraint $\rho_{m} \nu_{m}$.

For this simple example, we can also compute the optimal solution exactly using linear programming. There are 4 possible values of the cumulative channel state in the last slot $\left(S_{1}(t-1), S_{2}(t-1)\right)$ given by $(0,0),(0,1),(1,0)$, and $(1,1)$. Let this set be denoted by $\mathcal{S}$. For each $i \in \mathcal{S}$, let $x_{i, m}$ be the probability that the secondary user transmits on channel $m$ in slot $t$ (where $m \in\{1,2\}$ ) given that the cumulative channel state in the last slot was $i$. For example, $x_{(0,0), 1}$ is the probability that the secondary user transmits on channel 1 in slot $t$ given that $\left(S_{1}(t-1), S_{2}(t-1)\right)=(0,0)$. Using this, the problem of maximizing the secondary user throughput subject to the time average collision constraints can be written as the following linear program:

$$
\begin{array}{ll}
\text { Maximize: } & \pi_{(0,0)}\left[x_{(0,0), 1} P_{01}+x_{(0,0), 2} P_{01}\right]+\pi_{(0,1)}\left[x_{(0,1), 1} P_{01}+x_{(0,1), 2} P_{11}\right] \\
& +\pi_{(1,0)}\left[x_{(1,0), 1} P_{11}+x_{(1,0), 2} P_{01}\right]+\pi_{(1,1)}\left[x_{(1,1), 1} P_{11}+x_{(1,1), 2} P_{11}\right] \tag{2.12}
\end{array}
$$

Subject to: $\quad \pi_{(0,0)}\left[x_{(0,0), 1} P_{00}\right]+\pi_{(0,1)}\left[x_{(0,1), 1} P_{00}\right]$

$$
\begin{align*}
& +\pi_{(1,0)}\left[x_{(1,0), 1} P_{10}\right]+\pi_{(1,1)} x_{(1,1), 1} P_{10} \leq \rho_{1}\left(\pi_{(0,0)}+\pi_{(0,1)}\right)  \tag{2.13}\\
& \pi_{(0,0)}\left[x_{(0,0), 2} P_{00}\right]+\pi_{(0,1)}\left[x_{(0,1), 2} P_{10}\right] \\
& +\pi_{(1,0)}\left[x_{(1,0), 2} P_{00}\right]+\pi_{(1,1)} x_{(1,1), 2} P_{10} \leq \rho_{2}\left(\pi_{(0,0)}+\pi_{(1,0)}\right)  \tag{2.14}\\
& 0 \leq x_{i, m} \leq 1 \forall i \in \mathcal{S}, m \in\{1,2\}
\end{align*}
$$

where $\pi_{i}$ denotes the steady-state probability of being in state $i \in \mathcal{S}$ and $P_{00}=P_{11}=$ $\frac{2}{3}, P_{10}=P_{01}=\frac{1}{3}$ denote the transition probabilities of the 2 state Markov Chain of Fig. 2.2. The objective in (2.12) represents the expected secondary user throughput under
this randomized policy. To see this, consider the first term $x_{(0,0), 1} P_{01}$ in (2.12). This is the probability that the secondary user transmits on channel 1 and channel 1 transitions to state 1 (idle) in the current slot given that both channels were in state 0 (busy) in the last slot. The other terms can be obtained similarly. (2.13) and (2.14) represent the time-average rate of collisions seen by the primary channels 1 and 2 . For example, the first term $x_{(0,0), 1} P_{00}$ in (2.13) is the probability that the secondary user transmits on channel 1 and channel 1 transitions to state 0 (busy) in the current slot given that both channels were in state 0 (busy) in the last slot. The other terms can be obtained similarly.

By solving this linear program, we obtain the maximum throughput as 0.1 packets/slot. Thus, the $C N C$ algorithm is able to achieve the maximum throughput as $V$ is increased.

### 2.4.3 Performance Analysis

We now characterize the performance of the $C N C$ algorithm. This holds for general secondary user mobility processes that are described by finite state ergodic Markov Chains.

Theorem 1 (CNC Algorithm Performance) Assume that all queues are initialized to 0. Suppose all arrivals $A_{n}(t)$ are upper bounded so that $A_{n}(t) \leq A_{\text {max }}$ for all $n, t$. Also suppose the $\boldsymbol{H}(t)$ and $\boldsymbol{P}(t)$ processes are Markovian and have a well defined steady state distribution. Then, implementing the CNC algorithm every slot for any fixed control parameter $V \geq 0$ stabilizes all real and virtual queues (thereby satisfying the maximum time average collision constraints) and yields the following performance bounds:

1. The worst case queue backlog for each secondary user $n$ is upper bounded by a finite constant $Q_{n, \max }$ for all $t$ :

$$
\begin{equation*}
Q_{n}(t) \leq Q_{n, \max } \triangleq V \theta_{n}+A_{\max } \tag{2.15}
\end{equation*}
$$

Let $\theta_{\text {max }}=\max _{n \in\{1, \ldots, N\}}\left\{\theta_{n}\right\}$. Then, from (2.15) we have for any $n$

$$
\begin{equation*}
Q_{n}(t) \leq Q_{\max } \triangleq V \theta_{\max }+A_{\max } \tag{2.16}
\end{equation*}
$$

2. For all $m$, $t$ such that $P_{m}(t) \neq 1$, let $\epsilon>0$ be such that $P_{m}(t) \leq 1-\epsilon .^{1}$ Then, the worst case collision queue backlog for all channels $m$ is upper bounded by a finite constant $X_{\text {max }}$ :

$$
\begin{equation*}
X_{m}(t) \leq X_{\max } \triangleq Q_{\max } \frac{(1-\epsilon)}{\epsilon}+1 \tag{2.17}
\end{equation*}
$$

Further, the worst case number of collisions suffered by any primary user $m$ is no more than $\rho_{m} T+X_{\text {max }}$ over any interval (of size greater than or equal to $T$ slots) over which the primary user transmits $T$ times, for any positive integer $T$.
3. The time average throughput utility achieved by the $C N C$ algorithm is within $\tilde{B} / V$ of the optimal value:

$$
\begin{equation*}
\liminf _{t \rightarrow \infty} \frac{1}{t} \sum_{\tau=0}^{t-1} \sum_{n=1}^{N} \theta_{n} \mathbb{E}\left\{R_{n}(\tau)\right\} \geq \sum_{n=1}^{N} \theta_{n} r_{n}^{*}-\frac{\tilde{B}}{V} \tag{2.18}
\end{equation*}
$$

[^0]where $\tilde{B}=B+C_{U}+C_{X}+N+M$ and where $B, C_{U}, C_{X}$ are constants (defined precisely in (2.21), (A.2), (A.3)).

The constants $C_{U}$ and $C_{X}$ are determined by the stochastics of the mobility and channel state probability processes and it is shown in Appendix A. 1 that these are $O(\log V)$ when these processes evolve according to any finite state ergodic Markov model. Therefore, by part (3) of the theorem, the achieved average throughput utility is within $O(\log V / V)$ of the optimal value. This can be pushed arbitrarily close to the optimal value by increasing the control parameter $V$. However, this increases the maximum queue backlog bound $Q_{\max }$ linearly in $V$, leading to a utility-delay trade-off.

The above bounds are quite strong. In particular, the maximum collisions bound in part (2) gives deterministic performance guarantees that hold for any interval size. This is quite useful in the context of cognitive networks since it implies that the licensed users are guaranteed to suffer at most these many collisions. Probabilistic guarantees (e.g., [CZS08], [HLD08]) do not provide such bounds.

We next prove the first two parts of Theorem 1. Proof of part (3) uses the technique of Stochastic Lyapunov Optimization and is provided in the next section.

Proof 1 (Proof of part (1)): Suppose that $Q_{n}(t) \leq Q_{n, \max }$ for all $n \in\{1, \ldots, N\}$ for some time $t$. This is true for $t=0$ as all queues are initialized to 0 . We show that the same holds for time $t+1$. We have 2 cases. If $Q_{n}(t) \leq Q_{n, \max }-A_{\max }$, then from (2.1), we have $Q_{n}(t+1) \leq Q_{n, \max }$ (because $R_{n}(t) \leq A_{\max }$ for all $t$ ). Else, if
$Q_{n}(t)>Q_{n, \max }-A_{\text {max }}$, then $Q_{n}(t)>V \theta_{n}+A_{\max }-A_{\max }=V \theta_{n}$. Then, the admission control part of the algorithm chooses $R_{n}(t)=0$, so that by (2.1):

$$
Q_{n}(t+1) \leq Q_{n}(t) \leq Q_{n, \max }
$$

This proves (2.15).
(Proof of part (2)): Suppose that $X_{m}(t) \leq X_{\text {max }}$ for all $m \in\{1, \ldots, M\}$ for some time $t$. This is true for $t=0$ as all queues are initialized to 0 . We show that the same holds for time $t+1$. First suppose $P_{m}(t)=1$. Then, by definition, there is no collision with the primary user in channel $m$ in slot $t$ so that $C_{m}(t)=0$. Then, from (2.8), we have $X_{m}(t+1) \leq X_{\text {max }}$. Next, suppose $P_{m}(t)<1$. We again have 2 cases. If $X_{m}(t) \leq X_{\max }-1$, then from (2.8), we have $X_{m}(t+1) \leq X_{\max }$ (because $C_{m}(t) \leq 1$ for all $t)$. Else, if $X_{m}(t)>X_{\max }-1=Q_{\max } \frac{(1-\epsilon)}{\epsilon}$, then $X_{m}(t) \epsilon>Q_{\max }(1-\epsilon)$. This implies $X_{m}(t)\left(1-P_{m}(t)\right) \geq X_{m}(t) \epsilon>Q_{\max }(1-\epsilon) \geq Q_{\max } P_{m}(t) \geq Q_{n}(t) P_{m}(t)$ for all $n \in\{1, \ldots, N\}$. Thus, the resource allocation part of the algorithm chooses $\mu_{n m}(t)=0$ for all $n$. This would yield $C_{m}(t)=0$ (since no collision takes place with primary user $m)$, so that by (2.8):

$$
X_{m}(t+1) \leq X_{m}(t) \leq X_{\max }
$$

This proves (2.17).

Now consider any interval $\left(t_{1}, t_{2}\right)$ in which primary user $m$ transmits $T$ times. Then, from the queueing equation (2.8) we have that:

$$
X_{m}\left(t_{2}+1\right) \geq X_{m}\left(t_{1}\right)+\sum_{\tau=t_{1}}^{t_{2}} C_{m}(\tau)-\rho_{m} T
$$

This follows by noting that $\rho_{m} T$ is the maximum number of "departures" that can take place in the queueing dynamics (2.8) during the interval $\left(t_{1}, t_{2}\right)$. From this, we can bound the worst case number of collisions suffered by primary user $m$ over any interval in which it transmits $T$ times as:

$$
\sum_{\tau=t_{1}}^{t_{2}} C_{m}(\tau) \leq \rho_{m} T+X_{\max }
$$

### 2.5 Stochastic Lyapunov Optimization

Let $\boldsymbol{Q}(t)=\left(Q_{1}(t), \ldots, Q_{K}(t)\right)$ be a vector process of queue lengths for a discrete time stochastic queueing network with $K$ queues (possibly including some virtual queues like the collision queues defined in the previous subsection). Let $L(\boldsymbol{Q})$ be any non-negative scalar valued function of the queue lengths, called a Lyapunov function. Define the Lyapunov drift $\Delta(t)$ as follows:

$$
\Delta(t) \triangleq \mathbb{E}\{L(\boldsymbol{Q}(t+1))-L(\boldsymbol{Q}(t))\}
$$

Suppose the network accumulates "rewards" every timeslot (where rewards might correspond to utility measures of control actions). Assume rewards are real valued and
bounded, and let the stochastic process $f(t)$ represent the reward earned during slot $t$. Let $f^{*}$ represent the target reward. The following result (a variant of related results from [Nee06, GNT06]) specifies a drift condition which ensures that the time average of the reward process $f(t)$ is close to meeting or exceeding $f^{*}$.

Theorem 2 (Delayed Lyapunov optimization with Rewards) Suppose there exist finite constants $V>0, B>0, d>0$, and a non-negative function $L(\boldsymbol{Q})$ such that $\mathbb{E}\{L(\boldsymbol{Q}(d))\}<$ $\infty$ and for every timeslot $t>d$, the Lyapunov drift satisfies:

$$
\begin{equation*}
\Delta(t)-V \mathbb{E}\{f(t)\} \leq B-V f^{*} \tag{2.19}
\end{equation*}
$$

then we have:

$$
\liminf _{t \rightarrow \infty} \frac{1}{t} \sum_{\tau=0}^{t-1} \mathbb{E}\{f(\tau)\} \geq f^{*}-\frac{B}{V}
$$

Proof 2 Inequality (2.19) holds for all $t>d$. Summing both sides over $\tau \in\{d, \ldots, t-1\}$ yields:

$$
\mathbb{E}\{L(\boldsymbol{Q}(t))\}-\mathbb{E}\{L(\boldsymbol{Q}(d))\} \leq B(t-d)-V(t-d) f^{*}+V \sum_{\tau=d}^{t-1} \mathbb{E}\{f(\tau)\}
$$

Rearranging terms, dividing by $t$, and using non-negativity of $L(\boldsymbol{Q})$ yields:

$$
\frac{(t-d) f^{*}}{t}-\frac{(t-d) B}{t V}-\frac{\mathbb{E}\{L(\boldsymbol{Q}(d)\}}{t V} \leq \frac{1}{t} \sum_{\tau=0}^{t-1} \mathbb{E}\{f(\tau)\}
$$

The result follows by taking limit as $t \rightarrow \infty$.

We now use Theorem 2 to prove part (3) of Theorem 1. This is done by comparing the Lyapunov drift of the $C N C$ algorithm with that of a stationary randomized algorithm $S T A T$ that makes control decisions every slot purely as a function of the current channel state information $\boldsymbol{P}(t)$ and $\boldsymbol{H}(t)$.

We first obtain an expression for the Lyapunov drift under any control policy for our cognitive network model.

### 2.5.1 Lyapunov Drift

Let $\boldsymbol{Q}(t)=\left(Q_{1}(t), \ldots, Q_{N}(t), X_{1}(t), \ldots, X_{M}(t)\right)$ represent the collection of all real and virtual queue backlogs in the cognitive network. We define the following Lyapunov function:

$$
L(\boldsymbol{Q}(t)) \triangleq \frac{1}{2}\left[\sum_{n=1}^{N} Q_{n}^{2}(t)+\sum_{m=1}^{M} X_{m}^{2}(t)\right]
$$

Using queueing dynamics (2.1) and (2.8), the Lyapunov drift $\Delta(t)$ under any control policy (including $C N C$ ) can be computed as follows:

$$
\begin{align*}
\Delta(t) \leq & B-\mathbb{E}\left\{\sum_{n=1}^{N} Q_{n}(t)\left(\sum_{m=1}^{M} \mu_{n m}(t) S_{m}(t)-R_{n}(t)\right)\right\} \\
& -\mathbb{E}\left\{\sum_{m=1}^{M} X_{m}(t)\left(\rho_{m} 1_{m}(t)-C_{m}(t)\right)\right\} \tag{2.20}
\end{align*}
$$

where

$$
\begin{equation*}
B \triangleq \frac{N\left(A_{\max }^{2}+1\right)+\sum_{m=1}^{M} \rho_{m}^{2}+M}{2} \tag{2.21}
\end{equation*}
$$

The collision variable $C_{m}(t)$ can be expressed in terms of the control decisions $\mu_{i j}(t)$ and channel state $\boldsymbol{S}(t)$ as follows:

$$
\begin{equation*}
C_{m}(t)=\sum_{i=1}^{N} \sum_{j=1}^{M} \mu_{i j}(t) I_{i j}^{m}(t) 1_{\left[U_{i}(t)>0\right]}\left(1-S_{m}(t)\right) \tag{2.22}
\end{equation*}
$$

where $1_{\left[U_{i}(t)>0\right]}$ is an indicator variable of non-zero queue backlog in secondary user $i$. This follows by observing that a collision with the primary user occurs in channel $m$ if the primary user is busy (i.e. $S_{m}(t)=0$ ) and if $\mu_{i j}(t)=1$ for some secondary user $i$ with non-zero backlog using channel $j$ that interferes with channel $m$. We will find it useful to define the following related variable:

$$
\begin{equation*}
\hat{C}_{m}(t)=\sum_{i=1}^{N} \sum_{j=1}^{M} \mu_{i j}(t) I_{i j}^{m}(t)\left(1-S_{m}(t)\right) \tag{2.23}
\end{equation*}
$$

For a given control parameter $V \geq 0$, we subtract the reward metric $V \mathbb{E}\left\{\sum_{n=1}^{N} \theta_{n} R_{n}(t)\right\}$ from both sides of the drift inequality (2.20) and use the fact that $\hat{C}_{m}(t) \geq C_{m}(t) \forall t$ to get the following:

$$
\begin{align*}
& \Delta(t)-V \mathbb{E}\left\{\sum_{n=1}^{N} \theta_{n} R_{n}(t)\right\} \leq B-\mathbb{E}\left\{\sum_{n=1}^{N} Q_{n}(t)\left(\sum_{m=1}^{M} \mu_{n m}(t) S_{m}(t)-R_{n}(t)\right)\right\} \\
& -\mathbb{E}\left\{\sum_{m=1}^{M} X_{m}(t)\left(\rho_{m} 1_{m}(t)-\hat{C}_{m}(t)\right)\right\}-V \mathbb{E}\left\{\sum_{n=1}^{N} \theta_{n} R_{n}(t)\right\} \tag{2.24}
\end{align*}
$$

### 2.5.2 Optimal Stationary, Randomized Policy

We now describe the stationary, randomized policy STAT that chooses control actions only as a function of $\boldsymbol{P}(t)$ and $\boldsymbol{H}(t)$ every slot. We have the following lemma:

Lemma 1 (Optimal Stationary, Randomized Policy): For any rate vector $\left(\lambda_{1}, \ldots, \lambda_{N}\right)$ (inside or outside of the network capacity region $\Lambda$ ), there exists a stationary randomized scheduling policy STAT that chooses feasible allocations $R_{n}^{S T A T}(t), \mu_{n m}^{S T A T}(t)$ for all $n \in$ $\{1, \ldots, N\}, m \in\{1, \ldots, M\}$ every slot as a function of the channel state information $\boldsymbol{P}(t)$ and $\boldsymbol{H}(t)$ and yields the following steady state values:

$$
\begin{align*}
& \mathbb{E}\left\{R_{n}^{S T A T}(t)\right\}=r_{n}^{*} \forall t  \tag{2.25}\\
& \mu_{n}^{S T A T} \triangleq \lim _{t \rightarrow \infty} \frac{1}{t} \sum_{\tau=0}^{t-1} \mathbb{E}\left\{\sum_{m=1}^{M} \mu_{n m}^{S T A T}(\tau) S_{m}(\tau)\right\} \geq r_{n}^{*}  \tag{2.26}\\
& \hat{c}_{m}^{S T A T} \triangleq \lim _{t \rightarrow \infty} \frac{1}{t} \sum_{\tau=0}^{t-1} \mathbb{E}\left\{\hat{C}_{m}^{S T A T}(t)\right\} \leq \rho_{m} \nu_{m} \tag{2.27}
\end{align*}
$$

Specifically, the admission control decision $R_{n}^{S T A T}(t)$ under this policy is determined as follows. At each secondary user $n$, observe $A_{n}(t)$ and choose $R_{n}(t)^{S T A T}$ as follows:

$$
R_{n}^{S T A T}(t)= \begin{cases}A_{n}(t) & \text { with probability } r_{n}^{*} / \lambda_{n} \\ 0 & \text { else }\end{cases}
$$

These probabilistic decisions are made every slot independent of the current queue backlogs and are i.i.d with probability $r_{n}^{*} / \lambda_{n} \leq 1$. Thus, we have

$$
\mathbb{E}\left\{R_{n}(t)^{S T A T}\right\}=\mathbb{E}\left\{A_{n}(t)\right\} \frac{r_{n}^{*}}{\lambda_{n}}=r_{n}^{*}
$$

The above facts can be proven using techniques similar to the ones used in [NMR05, NML08, Nee06] for showing the existence of capacity achieving stationary, randomized policies that make control decisions independent of queue backlog. We now prove an important property of the $C N C$ algorithm.

Claim: Suppose the $C N C$ algorithm is implemented on all slots up to time $t$. Thus, the queue backlogs $U_{n}(t)$ and $X_{m}(t)$ are determined by the history before time $t$ and are not affected by the control decisions made on slot $t$. Then, given the current queue backlogs, the $C N C$ control decisions for slot $t$ minimize the right hand side of inequality (2.24) over all alternative feasible policies that could be implemented on slot $t$, including the stationary, randomized policy $S T A T$.

Note that we are not claiming that the $C N C$ policy, implemented over time, minimizes the right hand side expectation of (2.24) at time $t$. Indeed, another policy may result in a smaller expected queue size outcome at time $t$. Rather, we are claiming that, given $C N C$ is used up to (but not including) time $t$ (so that queue sizes at time $t$ are already determined by the sample path outcome of $C N C$ up to this time), the $C N C$ control decisions made at time $t$ act to greedily minimize the right hand side over any other decisions that can be made at time $t$.

Proof: By changing the order of summations and using (2.23), the right side of $(2.24)$ can be expressed in a more convenient form:

$$
\begin{align*}
& B-\sum_{m=1}^{M} \rho_{m} \mathbb{E}\left\{X_{m}(t) 1_{m}(t)\right\}+\mathbb{E}\left\{\sum_{n=1}^{N} R_{n}(t)\left(Q_{n}(t)-V \theta_{n}\right)\right\} \\
& -\mathbb{E}\left\{\sum_{n, m} \mu_{n m}(t)\left[Q_{n}(t) S_{m}(t)-\sum_{k=1}^{M} X_{k}(t)\left(1-S_{k}(t)\right) I_{n m}^{k}\right]\right\} \tag{2.28}
\end{align*}
$$

where we have omitted the $t$ subscript in $I_{n m}^{k}(t)$. Note that $\mathbb{E}\left\{S_{m}(t) \mid \chi(t)\right\}=\operatorname{Pr}\left[S_{m}(t)=\right.$ $1 \mid \chi(t)]=P_{m}(t) \forall m$. By writing the last two terms on the right hand side as an iterated expectation by conditioning on the queue backlog and $\chi(t)$, it can be seen that $C N C$ chooses control decisions (2.9) and (2.10) that minimize these terms for every possible value of the backlog and $\chi(t)$, so that the actual expectation is also minimized. We note that the unconditioning is done with respect to the queue backlog distribution that arises as a result of implementing the $C N C$ algorithm for all slots up to time $t$. Using this fact, we have:

$$
\begin{align*}
& \Delta^{C N C}(t)-V \mathbb{E}\left\{\sum_{n=1}^{N} \theta_{n} R_{n}^{C N C}(t)\right\} \leq B-\mathbb{E}\left\{\sum_{n=1}^{N} Q_{n}(t)\left(\sum_{m=1}^{M} \mu_{n m}^{S T A T}(t) S_{m}(t)-R_{n}^{S T A T}(t)\right)\right\} \\
& -\mathbb{E}\left\{\sum_{m=1}^{M} X_{m}(t)\left(\rho_{m} 1_{m}(t)-\hat{C}_{m}^{S T A T}(t)\right)\right\}-V \mathbb{E}\left\{\sum_{n=1}^{N} \theta_{n} R_{n}^{S T A T}(t)\right\} \tag{2.29}
\end{align*}
$$

In Appendix A.1, we show that for all $t>d$ (where $d$ is a finite positive integer and is computed in Appendix A.1), this can be expressed as:

$$
\begin{equation*}
\Delta^{C N C}(t)-V \mathbb{E}\left\{\sum_{n=1}^{N} \theta_{n} R_{n}^{C N C}(t)\right\} \leq \tilde{B}-V \sum_{n=1}^{N} \theta_{n} r_{n}^{*} \tag{2.30}
\end{equation*}
$$

This is in a form that fits (2.19). Thus, applying Theorem 2 proves (2.18).

### 2.6 Distributed Implementation

Here we discuss constant factor approximations to the resource allocation problem (2.10) that are easier to implement in a distributed network. We focus on the orthogonal channel case in which a secondary user transmission on a channel does not cause interference to other channels. As noted earlier, in this case, the resource allocation problem (2.11) reduces to a Maximum Weight Match (MWM) problem on an $N \times M$ bipartite graph between $N$ secondary users and $M$ channels. An edge exists between nodes $n$ and $m$ of this graph if $h_{n m}(t)=1$, i.e., if secondary user $n$ can access channel $m$ in slot $t$. The weight of this edge is given by $\left(Q_{n}(t) P_{m}(t)-X_{m}(t)\left(1-P_{m}(t)\right)\right)$. While the MWM problem can be solved in polynomial time in a centralized way, here we are interested in simpler implementations. In particular, we use the idea of Greedy Maximal Weight Match Scheduling that has been investigated in several recent works including [LS06, CKLS08, WSP07].

A maximal match is defined as any set of edges $(m, n)$ that do not interfere with each other such that adding any new edge to this set necessarily violates a matching constraint. A Greedy Maximal Weight Match can be achieved as follows: First select the edge ( $m, n$ ) with the largest positive weight and label it "active". Then select the edge with the second largest positive weight (breaking ties arbitrarily) that does not conflict with an active edge and label it active. Continue in the same way, until no more edges can be added. It is not difficult to see that this final set of edges labeled "active" has
the desired maximal property. A Greedy Maximal Weight Match can be computed with much less overhead as compared to the Maximum Weight Match.

It can be shown that using such greedy maximal weight matches instead of the maximum weight match every slot can still support any rate within $\frac{1}{2} \Lambda$. In particular, in Appendix A.3, we show that resource allocation $\mu_{n m}^{G M M}(t)$ chosen according to a Greedy Maximal Weight Match has the following property:

$$
\begin{align*}
\sum_{n, m} \mu_{n m}^{G M M}(t)\left[Q_{n}(t) P_{m}(t)-X_{m}(t)\left(1-P_{m}(t)\right)\right] & \geq \\
& \frac{1}{2} \sum_{n, m} \mu_{n m}^{C N C}(t)\left[Q_{n}(t) P_{m}(t)-X_{m}(t)\left(1-P_{m}(t)\right)\right] \tag{2.31}
\end{align*}
$$

where $\mu_{n m}^{C N C}(t)$ is the optimal solution to (2.11). Using this, we get the following result:

Theorem 3 (Performance Bound for Orthogonal Channels with Greedy Maximal Weight Match Scheduling) The time average throughput utility achieved by the CNC algorithm with Greedy Maximal Weight Match Scheduling is within $\frac{B^{G M M}}{V}$ of $\frac{1}{2} \sum_{n=1}^{N} \theta_{n} r_{n}^{*}$ :

$$
\begin{equation*}
\liminf _{t \rightarrow \infty} \frac{1}{t} \sum_{\tau=0}^{t-1} \sum_{n=1}^{N} \theta_{n} \mathbb{E}\left\{R_{n}(\tau)\right\} \geq \frac{1}{2} \sum_{n=1}^{N} \theta_{n} r_{n}^{*}-\frac{B^{G M M}}{V} \tag{2.32}
\end{equation*}
$$

where $B^{G M M}=(\tilde{B}+B) / 2$.

We note that while using Greedy Maximal Weight Match Scheduling provides a factor of 2 approximation in terms of the time average throughput utility, the deterministic bounds on maximum queue backlog and worst case number of collisions remain the same as in parts (1) and (2) of Theorem 1. This is because the arguments there were based
only on the fact that only positive weight transmissions are scheduled, which also holds for GMM.

Proof 3 Let $R_{n}^{G M M}(t)$ and $\mu_{n m}^{G M M}(t)$ denote the admission control and resource allocation decisions under Greedy Maximal Match Scheduling. Let $\Delta^{G M M}(t)$ be the corresponding Lyapunov drift. Note that for any given queue backlog $\boldsymbol{Q}(t), R_{n}^{G M M}(t)=R_{n}^{C N C}(t)$. Then, using (2.28), we have:

$$
\begin{aligned}
& \Delta^{G M M}(t)-V \mathbb{E}\left\{\sum_{n=1}^{N} \theta_{n} R_{n}^{G M M}(t)\right\} \leq B-\sum_{m=1}^{M} \rho_{m} \mathbb{E}\left\{X_{m}(t) 1_{m}(t)\right\} \\
& +\mathbb{E}\left\{\sum_{n=1}^{N} R_{n}^{G M M}(t)\left(Q_{n}(t)-V \theta_{n}\right)\right\}-\mathbb{E}\left\{\sum_{n, m} \mu_{n m}^{G M M}(t)\left[Q_{n}(t) S_{m}(t)-X_{m}(t)\left(1-S_{m}(t)\right)\right]\right\}
\end{aligned}
$$

Using property (2.31) and the fact that $R_{n}^{G M M}(t)=R_{n}^{C N C}(t)$, the above can be written as:

$$
\begin{aligned}
& \Delta^{G M M}(t)-V \mathbb{E}\left\{\sum_{n=1}^{N} \theta_{n} R_{n}^{G M M}(t)\right\} \leq B-\sum_{m=1}^{M} \rho_{m} \mathbb{E}\left\{X_{m}(t) 1_{m}(t)\right\} \\
& +\mathbb{E}\left\{\sum_{n=1}^{N} R_{n}^{C N C}(t)\left(Q_{n}(t)-V \theta_{n}\right)\right\}-\frac{1}{2} \mathbb{E}\left\{\sum_{n, m} \mu_{n m}^{C N C}(t)\left[Q_{n}(t) S_{m}(t)-X_{m}(t)\left(1-S_{m}(t)\right)\right]\right\}
\end{aligned}
$$

From (2.9), note that $R_{n}^{C N C}(t) \geq 0$ if $Q_{n}(t) \leq V \theta_{n}$, else $R_{n}^{C N C}(t)=0$. Therefore the second to last term under the admission control of CNC is non-positive. Thus, the above can be rewritten as:

$$
\begin{aligned}
& \Delta^{G M M}(t)-V \mathbb{E}\left\{\sum_{n=1}^{N} \theta_{n} R_{n}^{G M M}(t)\right\} \leq B-\frac{1}{2} \sum_{m=1}^{M} \rho_{m} \mathbb{E}\left\{X_{m}(t) 1_{m}(t)\right\} \\
& +\frac{1}{2} \mathbb{E}\left\{\sum_{n=1}^{N} R_{n}^{C N C}(t)\left(Q_{n}(t)-V \theta_{n}\right)\right\}-\frac{1}{2} \mathbb{E}\left\{\sum_{n, m} \mu_{n m}^{C N C}(t)\left[Q_{n}(t) S_{m}(t)-X_{m}(t)\left(1-S_{m}(t)\right)\right]\right\}
\end{aligned}
$$



Figure 2.4: Example cell-partitioned network used in simulation

Using (2.29) and (2.30), we get the following:

$$
\Delta^{G M M}(t)-V \mathbb{E}\left\{\sum_{n=1}^{N} \theta_{n} R_{n}^{G M M}(t)\right\} \leq B^{G M M}-\frac{V}{2} \sum_{n=1}^{N} \theta_{n} r_{n}^{*}
$$

This is in a form that fits (2.19). Thus, applying Theorem 2 proves (2.32).

### 2.7 Simulations

We simulate the $C N C$ algorithm on an example cognitive network consisting of 9 primary users and 8 secondary users as shown in Fig. 2.4. We consider a simple cell-partitioned network with one primary user per cell. The primary users are static and each has its own licensed channel that can be used by them simultaneously. A secondary user can only attempt to transmit on the channel associated with the primary user in its current cell.

The secondary users move from one cell to another according to a Markovian random walk. In particular, at the end of every slot, a secondary user decides to stay in its current cell with probability $1-\beta$, else decides to move to an adjacent cell with probability $\beta / 4$ (where $\beta=0.25$ for the simulations). If there is no feasible adjacent cell (e.g., if the previous cell is a corner cell and the new chosen cell does not exist), then the user remains in the current cell. It can be shown that the resulting $\boldsymbol{H}(t)$ process forms an irreducible, aperiodic Markov Chain where the steady state location distribution is uniform over all cells.

The channel state process $S_{m}(t)$ for each primary user $m$ is governed by an ON/OFF Markov Chain with symmetric transition probabilities between the ON and OFF states given by $0.2 \forall m$. The maximum collision fraction $\rho_{m}=0.05 \forall m$ so that for each primary user, at most $5 \%$ of its packets can have collisions.

New packets arrive at the secondary users according to independent Bernoulli processes, so that a single packet arrives i.i.d. with probability $\lambda$ every slot. We assume there are no transport layer storage buffers, so that all packets that are not immediately admitted to the network layer are necessarily dropped. Admission control is performed according to (2.9) (with $\theta_{n}=1 \forall n$ ) and resource allocation decisions are made every slot according to (2.11). In this particular cell-partitioned network structure with one channel per cell, the maximum weight match can be decoupled into a distributed algorithm implemented in each cell, and is the same as the greedy maximal match that selects the largest weight user to transmit in each cell.

In Fig. 2.5 we plot the average total occupancy (summing all packets in the queues of the secondary users) versus the input rate $\lambda$. Each data point represents a simulation over

500,000 timeslots, and the different curves correspond to values of the control parameter $V \in\{1,2,5,10,100\}$, and the case $V=\infty$ (no admission control) is also shown. In this case, the average total occupancy increases without bound as the input rate approaches network capacity. The vertical asymptote which appears roughly at $\lambda=0.13$ packets/slot corresponds to this value. Fig. 2.6 illustrates the achieved throughput versus the raw data input rate $\lambda$ for various $V$ parameters. The achieved throughput is almost identical to the input rate $\lambda$ for small values of $\lambda$, and the throughput saturates at a value that depends on $V$, being very close to the 0.13 capacity level when $V$ is large.

Also, it was found that all real and virtual queue backlogs are always bounded by the maximum values given in (2.15) and (2.17). In particular, $\epsilon=0.2$ for this network, so that $X_{m}(t) \leq X_{\max }=Q_{\max } \frac{1-\epsilon}{\epsilon}+1=4 Q_{\max }+1=4 V+5$. Finally, the maximum average fraction of collisions was very close to the target $\rho_{m}=5 \%$.

### 2.8 Chapter Summary

In this chapter, we developed an opportunistic scheduling algorithm for cognitive radio networks that maximizes the throughput utility of the secondary users subject to maximum collision constraints with the primary users. We used the recently developed technique of Lyapunov optimization along with the notion of collision queues to design an online admission control, scheduling and resource allocation algorithm. This algorithm provides tight reliability guarantees in terms of the worst case number of collisions suffered by a primary user in any time interval. Further, its performance can be pushed arbitrarily close to the optimal value with a trade-off in the average delay.


Figure 2.5: Total average congestion vs. input rate for different values of $V$


Figure 2.6: Achieved throughput vs. input rate for different values of $V$

## Chapter 3

## Delay-Limited Cooperative Communication

In this chapter, we investigate optimal resource allocation for delay-limited cooperative communication in time varying wireless networks. Specifically, we consider a team of mobile users with real-time applications that have strict delay constraints and fixed rate and reliability requirements (e.g., voice, multimedia). It is challenging to meet these requirements in such networks of power constrained devices, especially in the presence of mobility. Cooperative communication ("network MIMO") is a promising new physical layer technique to improve the performance of wireless networks. Cooperative communication protocols provide spatial diversity gains by making use of multiple relays for cooperative transmissions. This can be used to increase the reliability and/or reduce the energy costs of data transmissions. Cooperative communication is particularly attractive in such delay-limited scenarios since it can offer significant spatial diversity gains on top of conventional techniques used for combating fading.

Most prior work on cooperative communication has looked at physical layer resource allocation for a static network, particularly in the case of a single source. In mobile networks, the set of relay nodes varies over time. Further, the mobility patterns may be
unknown to the network controller. Secondly, with multiple sources, the resources of the relays must be shared in a fair manner across all users in the network. Finally, the optimal strategy may involve a mixture of different modes of operation (direct transmission, multi-hop transmission and cooperative relaying) to meet the target reliability and average power constraints and the relaying modes must select different relay sets over time to achieve the optimal time average mixture. In this chapter, we overcome these challenges by designing a dynamic resource allocation algorithm that takes optimal control actions every slot and can be implemented in an online fashion. Using the tools of stochastic network optimization, we prove that our algorithm is guaranteed to achieve the target reliability and average power constraints whenever it is feasible to do so under any algorithm. Our algorithm can be used to significantly improve the performance of cooperative communication protocols in mobile ad-hoc networks with delay-limited traffic. We provide a general framework which can be applied to several cooperative protocols proposed in the literature (such as Amplify-and-Forward, Decode-and-Forward, etc.). Our work is the first to treat the problem of delay-limited cooperative communication with reliability constraints in a stochastic network characterized by fading channels, node mobility, and random packet arrivals, where opportunistic cooperation decisions are required.

### 3.1 Introduction

There is growing interest in the idea of utilizing cooperative communication [KMY06, SGL06, LTW04, LW03, SEA03a, SEA03b] to improve the performance of wireless networks with time varying channels. The motivation comes from the work on MIMO

(a) direct transmission

(b) multi-hop transmission

| source transmits | relay i transmits |
| :--- | :--- |

(c) cooperative transmission over orthogonal channels

|  |  |  | $\ldots$ |  |
| :---: | :---: | :---: | :---: | :---: |

(d) cooperative transmission using DSTC or beamforming


Figure 3.1: Example 2-hop network with source, destination and relays. The time slot structures for different transmission strategies are also shown. Due to the half-duplex constraint, cooperative protocols need to operate in two phases.
systems [TV05] which shows that employing multiple antennas on a wireless node can offer substantial benefits. However, this may be infeasible in small-sized devices due to space limitations. Cooperative communication has been proposed as a means to achieve the benefits of traditional MIMO systems using distributed single antenna nodes. Much recent work in this area promises significant gains in several metrics of interest (such as diversity [LTW04] [LW03], capacity [SEA03a, SEA03b, GV05, KGG05, HMZ05], energy efficiency [HA04, HHCK07], etc.) over conventional methods. We refer the interested reader to a recent comprehensive survey $[\mathrm{KMY} 06]$ and its references.

The main idea behind cooperative communication can be understood by considering a simple 2-hop network consisting of a source $s$, its destination $d$ and a set of $m$ relay nodes as shown in Fig. 3.1. Suppose $s$ has a packet to send to $d$ in timeslot $t$. The channel gains for all links in this network are shown in the figure. In direct communication, $s$ uses the full slot to transmit its packet to $d$ over link $s-d$ as shown in Fig. 3.1(a). In conventional multi-hop relaying, $s$ uses the first half of the slot to transmit its packet to a particular relay node $i$ over link $s-i$ as shown in Fig. 3.1(b). If $i$ can successfully decode the packet, it re-encodes and transmits it to $d$ in the second half of the slot over link $i-d$. In both scenarios, to ensure reliable communication, the source and/or the relay must transmit at high power levels when the channel quality of any of the links involved is poor. However, note that due to the broadcast nature of wireless transmissions, other relay nodes may receive the signal from the transmission by $s$ and can cooperatively relay it to $d$. The destination now receives multiple copies/signals and can use all of them jointly to decode the packet. Since these signals have been transmitted over independent paths, the probability that all of them have poor quality is significantly smaller. Cooperative communication protocols take advantage of this spatial diversity gain by making use of multiple relays for cooperative transmissions to increase reliability and/or reduce energy costs. This is different from traditional multi-hop relaying in which only one node is responsible for forwarding at any time and in which the destination does not use multiple signals to decode a packet.

Because of the half-duplex nature of wireless devices, a relay node cannot send and receive on the same channel simultaneously. Therefore, such cooperative communication protocols typically operate over a two phase slot structure as shown in Figs. 3.1(c) and
3.1(d). In the first phase, $s$ transmits its packet to the set of relay nodes. In the second phase, a subset of these relays transmit their signals to $d$. Note that the destination may receive the source signal from the first phase as well. At the end of the second phase, the destination appropriately combines all of these received signals to decode the packet. The exact slot structure as well as the signals transmitted by the relays depend on the cooperative protocol being used. ${ }^{1}$ For example, Fig. 3.1(c) shows the slot structure under a cooperative scheme that transmits over orthogonal channels. Specifically, the time slot is divided into $m+1$ equal mini-slots. In phase one, the source transmits its packet in the first mini-slot. In the second phase, the relays transmit one after the other in their own mini-slots. Fig. 3.1(d) shows the slot structure under a cooperative scheme in which the cooperating relays use distributed space-time codes (DSTC) or a beamforming technique to transmit simultaneously in the second phase. It should be noted that due to this half-duplex constraint, there is an inherent loss in the multiplexing gain under any such cooperative transmission strategy over direct transmission. Therefore, it is important to develop algorithms that cooperate opportunistically.

In this work, we consider a mobile ad-hoc network with delay-limited traffic and cooperative communication. Many real-time applications (e.g., voice) have stringent delay constraints and fixed rate requirements. In slow fading environments (where decoding delay is of the order of the channel coherence time), it may not be possible to meet these delay constraints for every packet. However, these applications can often tolerate a certain fraction of lost packets or outages. A variety of techniques are used to combat fading and meet this target outage probability (including exploiting diversity, channel coding, ARQ,

[^1]power control, etc.). Cooperative communication is a particularly attractive technique to improve reliability in such delay-limited scenarios since it can offer significant spatial diversity gains in addition to these techniques.

Much prior work on cooperative communication considers physical layer resource allocation for a static network, particularly in the case of a single source. Objectives such as minimizing sum power, minimizing outage probability, meeting a target SNR constraint, etc., are treated in this context [HMZ05, HA04, HHCK07, MY04b, MY10, ZAL07, GE07, CSY08]. We draw on this work in the development of dynamic resource allocation in a stochastic network with fading channels, node mobility, and random packet arrivals, where opportunistic cooperation decisions are required. Dynamic cooperation was also considered in the prior work [YB07] which investigates throughput optimality and queue stability in a multi-user network with static channels and randomly arriving traffic using the framework of Lyapunov drift. Our formulation is different and does not involve issues of queue stability. Rather, we consider a delay-limited scenario where each packet must either be transmitted in one slot, or dropped. This is similar to the concept of delaylimited capacity [HT98]. Also related to such scenarios is the notion of minimum outage probability [CTB99]. These quantities are also investigated in the recent work [GE07] that considers a 3 node static network with Rayleigh fading and shows that opportunistic cooperation significantly improves the delay-limited capacity.

In this work, we use techniques of both Lyapunov drift and Lyapunov optimization [GNT06] to develop a control algorithm that takes dynamic decisions for each new slot. Different from most work that applies this theory, our solution involves a 2 -stage stochastic shortest path problem due to the cooperative relaying structure. This problem
is non-convex and combinatorial in nature and does not admit closed form solutions in general. However, under several important and well known classes of physical layer cooperation models, we develop techniques for reducing the problem exactly to an $m$-stage set of convex programs. The convex programs themselves are shown to have quasi-closed form solutions and can be computed in real time for each slot, often involving simple water-filling strategies that also arise in related static optimization problems.

### 3.2 Basic Network Model

We consider a mobile ad-hoc network with delay-limited communication over time varying fading channels. The network contains a set $\mathcal{N}$ of nodes, all potentially mobile. All nodes are assumed to be within range of each other, and any node pair can communicate either through direct transmission or through a 2-phase cooperative transmission that makes use of other nodes as relays. The system operates in slotted time and the channel coefficient between nodes $i$ and $j$ in slot $t$ is denoted by $h_{i j}(t)$. We assume a block fading model [TV05] for the channel coefficients so that their value remains fixed during a slot and changes from one slot to the other according to the distribution of the underlying fading and mobility processes.

For simplicity, we assume that the set $\mathcal{N}$ contains a single source node $s$ and its destination node $d$ and that all other nodes act simply as cooperative relays. This is similar to the single-source assumption treated in [MY04b, MY10, GE07, CSY08, ZAL07] for static networks. We derive a dynamic cooperation strategy for this single source problem in Sec. 3.4 that optimizes a weighted sum of reliability and power expenditure
subject to individual reliability and average power constraints at the source and at all relays. This highlights the decisions involved from the perspective of a source node, and these decisions and the resulting solution structure are similar to the multi-source scenario operating under an orthogonal medium access scheme (such as TDMA or FDMA) studied later in Sec. 3.7. In the following, we denote the set of relay nodes by $\mathcal{R}$ and the set $\{s\} \cup \mathcal{R}$ by $\widehat{\mathcal{R}}$. All nodes $i \in \widehat{\mathcal{R}}$ have both long term average and instantaneous peak power constraints given by $P_{i}^{\text {avg }}$ and $P_{i}^{\text {max }}$ respectively.

We consider two models for the availability of the channel state information (CSI). The first is the known channels, unknown statistics model. Under this model, we assume that the channel gains between the source node and its relay set and destination as well as the channel gains between the relays and the destination are known every slot. These could be obtained by sending pilot signals and via feedback. This model has also been considered in prior works [MY04b,MY10,GE07,CSY08] on power allocation in static networks where, in addition to the current channel gains, a knowledge of the distribution governing the fading process is assumed. In our work, under this known channels, unknown statistics model, we do not assume any knowledge of the distributions governing the evolution of the channel states, mobility processes, or traffic. Thus, our algorithm and its optimality properties hold for a very general class of channel and mobility models that satisfy certain ergodicity requirements (to be made precise later). We note that the channel gain could represent just the amplitude of the channel coefficient if an orthogonal cooperative scheme is being used. However, in case of cooperative schemes such as beamforming, this could represent the complete description of the fading coefficient that includes the phase information.

The second model we consider is the unknown channels, known statistics model. In this case, we assume that the current set of potential relay nodes is known on each slot $t$, but the exact channel realizations between the source and these relays, and the relays and the destination, are unknown. Rather, we assume only that the statistics of the fading coefficients are known between the source and current relays, and the current relays and destination. However, we still do not require knowledge of the distributions governing the arriving traffic or the mobility pattern (which affects the set of relays we will see in future slots). This is in contrast to prior works that have considered resource allocation in the presence of partial CSI only for static networks.

For both models, we use $\mathcal{T}(t)$ to represent the collection of all channel state information known on slot $t$. For the known channels, unknown statistics model, $\mathcal{T}(t)$ represents the collection of channel coefficients $h_{i j}(t)$ between the source and relays and relays and destination. For the unknown channels, known statistics model, $\mathcal{T}(t)$ represents the set of all nodes that are available on slot $t$ for relaying and the distribution of the fading coefficients. We assume that $\mathcal{T}(t)$ lies in a space of finite but arbitrarily large size and evolves according to an ergodic process with a well defined steady state distribution. This variation in channel state information affects the reliability and power expenditure associated with the direct and cooperative transmission modes that are discussed in Sec. 3.2.2.

### 3.2.1 Example of Channel State Information Models

As an example of these models, suppose the nodes move in a cell-partitioned network according to a Markovian random walk (see also Fig. 3.2 in Sec. 3.8 on Simulations).

Each slot, a node may decide to stay in its current cell or move to an adjacent cell according to the probability distribution governing the random walk. Suppose that each slot, the set of potential relays consists only of nodes in either the same or an adjacent cell of the source. Suppose channel gains between nodes in the same cell are distributed according to a Rayleigh fading model with a particular mean and variance, while gains for nodes in adjacent cells are Rayleigh with a different mean and variance. Under the known channels, unknown statistics model, the $\mathcal{T}(t)$ information is the set of current gains $h_{i j}(t)$, and the Rayleigh distribution is not needed. Under the unknown channels, known statistics model, the $\mathcal{T}(t)$ information is the set of nodes currently in the same and adjacent cells of the source, and we assume we know that the fading distribution is Rayleigh, and we know the corresponding means and variances. However, neither model requires knowledge of the mobility model or the traffic rates.

### 3.2.2 Control Options

Suppose the slot size is normalized to integer slots $t \in\{0,1,2, \ldots$,$\} . In each slot, the$ source $s$ receives new packets for its destination $d$ according to an i.i.d. Bernoulli process $A_{s}(t)$ of rate $\lambda_{s}$. Each packet is assumed to be $R$ bits long and has a strict delay constraint of 1 slot. Thus, a packet not served within 1 slot of its arrival is dropped. Further, packets that are not successfully received by their destinations due to channel errors are not retransmitted. The source node has a minimum time-average reliability requirement specified by a fraction $\rho_{s}$ which denotes the fraction of packets that were transmitted successfully. In any slot $t$, if source $s$ has a new packet for transmission, it can use one of the following transmission modes (Fig. 3.1):

1. Transmit directly to $d$ using the full slot
2. Transmit to $d$ using traditional relaying over two hops
3. Transmit cooperatively with the set $\mathcal{R}$ of relay nodes using the two phase slot structure
4. Stay idle (so that the packet gets dropped)

We consider all of these transmission modes because, depending on the current channel conditions and energy costs in slot $t$, it might be better to choose one over the other. For example, due to the half-duplex constraint, direct transmission using the full slot might be preferable to cooperative transmission over two phases on slots when the sourcedestination link quality is good. Note that this is similar to the much studied framework of opportunistic transmission scheduling in time varying channels. Further, even in the special case of static channels, the optimal strategy may involve a mixture of these modes of operation to meet the target reliability and average power constraints.

Let $\mathcal{I}^{\eta}(t)$ denote the collective control action in slot $t$ under some policy $\eta$ that includes the choice of the transmission mode at the source, power allocations for the source and all relevant relays, and any additional physical layer choices such as modulation and coding. Specifically, we have $\mathcal{I}^{\eta}(t)=$ [mode choice, $\boldsymbol{P}^{\eta}(t)$, other PHY layer choices] where the mode choice refers to one of the 4 transmission modes for the source, and where $\boldsymbol{P}^{\eta}(t)$ is the collection of coefficients $P_{i}^{\eta}(t)$ representing power allocations for each node $i \in \widehat{\mathcal{R}}$. Note that $P_{i}^{\eta}(t)=0$ for all $i$ under transmission mode 4 (idle). If the source $s$ chooses mode 1, we have $P_{i}(t)=0$ for all relay nodes $i \in \mathcal{R}$, whereas if $s$ chooses mode 2 , we have $P_{i}(t)>0$ for at most one relay $i \in \mathcal{R}$. Note that under any feasible policy $\eta, P_{i}^{\eta}(t)$ must
satisfy the instantaneous peak power constraint every slot for all $i$. Also note that under the cooperative transmission option, the power allocation for the source node and the relays corresponds to the first and second phase respectively. Thus, the source is active in the first phase while the relays are active in the second phase. We denote the set of all valid power allocations by $\mathcal{P}$ and define $\mathcal{C}$ as the set of all valid control actions:

$$
\mathcal{C}=\{1,2,3,4\} \times\{\mathcal{P}\} \times\{\text { other PHY layer choices }\}
$$

The success/failure outcome of the control action is represented by an indicator random variable $\Phi_{s}\left(\mathcal{I}^{\eta}(t), \mathcal{T}(t)\right)$ that depends on the current control action and channel state. Successful transmission of a packet is usually a complicated function of the transmission mode chosen, the associated power allocations and channel states, as well as physical layer details like modulation, coding/decoding scheme, etc. In this work, the particular physical layer actions are included in the $\mathcal{I}^{\eta}(t)$ decision variable. Specifically, given a control action $\mathcal{I}^{\eta}(t)$ and a channel state $\mathcal{T}(t)$, the outcome is defined as follows:
$\Phi_{s}\left(\mathcal{I}^{\eta}(t), \mathcal{T}(t)\right) \triangleq \begin{cases}1 & \text { if a packet transmitted by } s \text { in slot } t \text { is successfully received by } d \\ 0 & \text { else }\end{cases}$

Note that $\Phi_{s}\left(\mathcal{I}^{\eta}(t), \mathcal{T}(t)\right)$ is a random variable, and its conditional expectation given $\left(\mathcal{I}^{\eta}(t), \mathcal{T}(t)\right)$ is equal to the success probability under the given physical layer channel model. Use of this abstract indicator variable allows a unified treatment that can include a variety of physical layer models. Under the known channels, unknown statistics model
(where $\mathcal{T}(t)$ includes the full channel realizations between source and relays and relays and destination on slot $t), \Phi_{s}\left(\mathcal{I}^{\eta}(t), \mathcal{T}(t)\right)$ can be a deterministic $0 / 1$ function based on the known channel state and control action. Specific examples for this model are considered in Sec. 3.5. Under the unknown channels, known statistics model (where $\mathcal{T}(t)$ represents only the set of current possible relays and the fading statistics), we assume we know the value of $\operatorname{Pr}\left[\Phi_{s}\left(\mathcal{I}^{\eta}(t), \mathcal{T}(t)\right)=1\right]$ under each possible control action $\mathcal{I}^{\eta}(t)$. This model is considered in Sec. 3.6. Under both models, we assume that explicit ACK/NACK information is received at the end of each slot, so that the source knows the value of $\Phi_{s}\left(\mathcal{I}^{\eta}(t), \mathcal{T}(t)\right)$. For notational convenience, in the rest of the chapter, we use $\Phi_{s}^{\eta}(t)$ instead of $\Phi_{s}\left(\mathcal{I}^{\eta}(t), \mathcal{T}(t)\right)$ noting that the dependence on $\left(\mathcal{I}^{\eta}(t), \mathcal{T}(t)\right)$ is implicit.

### 3.2.3 Discussion of Basic Model

The basic model described above extends prior work on 2-phase cooperation in static networks to a mobile environment, and treats the important example scenario where a team of nodes move in a tight cluster but with possible variation in the relative locations of nodes within the cluster. We note that our model and results are applicable to the special case of a static network as well. Another example scenario captured by our model is an OFDMA-based cellular network with multiple users that have both inter-cell and intra-cell mobility. In each slot, a set of transmitters is determined in each orthogonal channel (for example, based on a predetermined TDMA schedule, or dynamically chosen by the base station). The remaining nodes can potentially act as cooperative relays in that slot.

The basic model treats scenarios in which a source node can transmit to its destination, possibly with the help of multiple relay nodes, in 2 stages. While this is a simplifying assumption, the framework developed here can be applied to more general scenarios in which, in a single slot, cooperative relaying over $K$ stages is performed (for some $K>2$ ) using multi-hop cooperative techniques (e.g., [SMSM06, BZG07]).

### 3.3 Control Objective

Let $\alpha_{s}$ and $\beta_{i}$ for $i \in \widehat{\mathcal{R}}$ be a collection of non-negative weights. Then our objective is to design a policy $\eta$ that solves the following stochastic optimization problem:

$$
\begin{array}{ll}
\text { Maximize: } & \alpha_{s} \bar{r}_{s}^{\eta}-\sum_{i \in \widehat{\mathcal{R}}} \beta_{i} \bar{e}_{i}^{\eta} \\
\text { Subject to: } & \bar{r}_{s}^{\eta} \geq \rho_{s} \lambda_{s} \\
& \bar{e}_{i}^{\eta} \leq P_{i}^{a v g} \forall i \in \widehat{\mathcal{R}} \\
& 0 \leq P_{i}^{\eta}(t) \leq P_{i}^{\max } \forall i \in \widehat{\mathcal{R}}, \forall t \\
& \mathcal{I}^{\eta}(t) \in \mathcal{C} \forall t \tag{3.2}
\end{array}
$$

where $\bar{r}_{s}^{\eta}$ is the time average reliability for source $s$ under policy $\eta$ and is defined as:

$$
\begin{equation*}
\bar{r}_{s}^{\eta} \triangleq \lim _{t \rightarrow \infty} \frac{1}{t} \sum_{\tau=0}^{t-1} \mathbb{E}\left\{\Phi_{s}^{\eta}(\tau)\right\} \tag{3.3}
\end{equation*}
$$

and $\bar{e}_{i}^{\eta}$ is the time average power usage of node $i$ under $\eta$ :

$$
\begin{equation*}
\bar{e}_{i}^{\eta} \triangleq \lim _{t \rightarrow \infty} \frac{1}{t} \sum_{\tau=0}^{t-1} \mathbb{E}\left\{P_{i}^{\eta}(\tau)\right\} \tag{3.4}
\end{equation*}
$$

Here, the expectation is with respect to the possibly randomized control actions that policy $\eta$ might take. The $\alpha_{s}$ and $\beta_{i}$ weights allow us to consider several different objectives. For example, setting $\alpha_{s}=0$ and $\beta_{i}=1$ for all $i$ reduces (3.2) to the problem of minimizing the average sum power expenditure subject to minimum reliability and average power constraints. This objective can be important in the multiple source scenario when the resources of the relays must be shared across many users. Setting all of these weights to 0 reduces (3.2) to a feasibility problem where the objective is to provide minimum reliability guarantees subject to average power constraints.

Problem (3.2) is similar to the general stochastic utility maximization problem presented in [GNT06]. Suppose (3.2) is feasible and let $r_{s}^{*}$ and $e_{i}^{*} \forall i \in \widehat{\mathcal{R}}$ denote the optimal value of the objective function, potentially achieved by some arbitrary policy. Using the techniques developed in [GNT06, Nee06], it can be shown that it is sufficient to consider only the class of stationary, randomized policies that take control decisions purely as a (possibly random) function of the channel state $\mathcal{T}(t)$ every slot to solve (3.2). However, computing the optimal stationary, randomized policy explicitly can be challenging and often impractical as it requires knowledge of arrival distributions, channel probabilities and mobility patterns in advance. Further, as pointed out earlier, even in the special
case of a static channel, the optimal strategy may involve a mixture of direct transmission, multi-hop, and cooperative modes of operation, and the relaying modes must select different relay sets over time to achieve the optimal time average mixture.

However, the technique of Lyapunov optimization [GNT06] can be used to construct an alternate dynamic policy that overcomes these challenges and is provably optimal. Unlike the stationary, randomized policy, this policy does not need to be computed beforehand and can be implemented in an online fashion. In the known channels model, it does not need a-priori statistics of the traffic, channels, or mobility. In the unknown channels model, it does not need a-priori statistics of the traffic or mobility. We present this policy in the next section.

### 3.4 Optimal Control Algorithm

In this section, we present a dynamic control algorithm that achieves the optimal solution $r_{s}^{*}$ and $e_{i}^{*} \forall i \in \widehat{\mathcal{R}}$ to the stochastic optimization problem presented earlier. This algorithm is similar in spirit to the backpressure algorithms proposed in [GNT06,Nee06] for problems of throughput and energy optimal networking in time varying wireless ad-hoc networks.

The algorithm makes use of a "reliability queue" $Z_{s}(t)$ for source $s$. Specifically, let $Z_{s}(t)$ be a value that is initialized to zero (so that $Z_{s}(0)=0$ ), and that is updated at the end of every slot $t$ according to the following equation:

$$
\begin{equation*}
Z_{s}(t+1)=\max \left[Z_{s}(t)-\Phi_{s}(t), 0\right]+\rho_{s} A_{s}(t) \tag{3.5}
\end{equation*}
$$

where $A_{s}(t)$ is the number of arrivals to source $s$ on slot $t$ (being either 0 or 1 ), and $\Phi_{s}(t)$ is 1 if and only if a packet that arrived was successfully delivered (recall that ACK/NACK information gives the value of $\Phi_{s}(t)$ at the end of every slot $\left.t\right)$. Additionally, it also uses the following virtual power queues $\forall i \in \widehat{\mathcal{R}}$ :

$$
\begin{equation*}
X_{i}(t+1)=\max \left[X_{i}(t)-P_{i}^{\text {avg }}, 0\right]+P_{i}(t) \tag{3.6}
\end{equation*}
$$

All these queues are also initialized to 0 and updated at the end of every slot $t$ according to the equation above. We note that these queues are virtual in that they do not represent any real backlog of data packets. Rather, they facilitate the control algorithm in achieving the time average reliability and energy constraints of (3.2) as follows. If a policy $\eta$ stabilizes (3.5), then we must have that its service rate is no smaller than the input rate, i.e.,

$$
\bar{r}_{s}^{\eta}=\lim _{t \rightarrow \infty} \frac{1}{t} \sum_{\tau=0}^{t-1} \mathbb{E}\left\{\Phi_{s}^{\eta}(\tau)\right\} \geq \lim _{t \rightarrow \infty} \frac{1}{t} \sum_{\tau=0}^{t-1} \mathbb{E}\left\{\rho_{s} A_{s}(\tau)\right\}=\rho_{s} \lambda_{s}
$$

Similarly, stabilizing (3.6) yields the following:

$$
\bar{e}_{i}^{\eta}=\lim _{t \rightarrow \infty} \frac{1}{t} \sum_{\tau=0}^{t-1} \mathbb{E}\left\{P_{i}^{\eta}(\tau)\right\} \leq P_{i}^{\text {avg }}
$$

where we have used definitions (3.3), (3.4). This technique of turning time-average constraints into queueing stability problems was first used in [Nee06].

To stabilize these virtual queues and optimize the objective function in (3.2), the algorithm operates as follows. Let $\boldsymbol{Q}(t)=\left(Z_{s}(t), X_{i}(t)\right) \forall i \in \widehat{\mathcal{R}}$ denote the collection of
these queues in timeslot $t$. Every slot $t$, given $\boldsymbol{Q}(t)$ and the current channel state $\mathcal{T}(t)$, it chooses a control action $\mathcal{I}^{*}(t)$ that minimizes the following stochastic metric (for a given control parameter $V \geq 0$ ):

$$
\begin{array}{ll}
\text { Minimize: } & \left(X_{s}(t)+V \beta_{s}\right) \mathbb{E}\left\{P_{s}(t) \mid \boldsymbol{Q}(t), \mathcal{T}(t)\right\}+\sum_{i \in \mathcal{R}}\left(X_{i}(t)+V \beta_{i}\right) \mathbb{E}\left\{P_{i}(t) \mid \boldsymbol{Q}(t), \mathcal{T}(t)\right\} \\
& -\left(Z_{s}(t)+V \alpha_{s}\right) \mathbb{E}\left\{\Phi_{s}(t) \mid \boldsymbol{Q}(t), \mathcal{T}(t)\right\}
\end{array}
$$

Subject to: $\quad 0 \leq P_{i}(t) \leq P_{i}^{\max } \forall i \in \widehat{\mathcal{R}}$

$$
\begin{equation*}
\mathcal{I}(t) \in \mathcal{C} \tag{3.7}
\end{equation*}
$$

After implementing $\mathcal{I}^{*}(t)$ and observing the outcome, the virtual queues are updated using (3.5), (3.6). Recall that there are no actual queues in the system. Our algorithm enforces a strict 1-slot delay constraint so that $\Phi_{s}(t)=0$ if the packet is not successfully delivered after 1 slot. The virtual queues $X_{i}(t), Z_{s}(t)$ are maintained only in software and act as known weights in the optimization (3.7) that guide decisions towards achieving our time average power and reliability goals. The control action $\mathcal{I}^{*}(t)$ that optimizes (3.7) affects the powers $P_{i}(t)$ allocated and the $\Phi_{s}(t)$ value according to (3.1).

The above optimization is a 2-stage stochastic shortest path problem [Ber07] where the two stages correspond to the two phases of the underlying cooperative protocol. Specifically, when $s$ decides to use the option of transmitting cooperatively, the cost incurred in the first stage is given by the first term $\left(X_{s}(t)+V \beta_{s}\right) \mathbb{E}\left\{P_{s}(t) \mid \boldsymbol{Q}(t), \mathcal{T}(t)\right\}$. The cost incurred during the second stage is given by $\sum_{i \in \mathcal{R}}\left(X_{i}(t)+V \beta_{i}\right) \mathbb{E}\left\{P_{i}(t) \mid \boldsymbol{Q}(t), \mathcal{T}(t)\right\}$ and at the end of this stage, we get a reward of $\left(Z_{s}(t)+V \alpha_{s}\right) \mathbb{E}\left\{\Phi_{s}(t) \mid \boldsymbol{Q}(t), \mathcal{T}(t)\right\}$. The
transmission outcome $\Phi_{s}(t)$ depends on the power allocation decisions in both phases which makes this problem different from greedy strategies (e.g., [YB07], [Nee06]). In order to determine the optimal strategy in slot $t$, the source $s$ computes the minimum cost of (3.7) for all transmission modes described earlier and chooses one with the least cost.

Note that this problem is unconstrained since the long term time average reliability and power constraints do not appear explicitly as in the original problem. These are implicitly captured by the virtual queue values. Further, its solution uses the value of the current channel state $\mathcal{T}(t)$ and does not require knowledge of the statistics that govern the evolution of the channel state process. Thus, the control strategy involves implementing the solution to the sequence of such unconstrained problems every slot and updating the queue values according to (3.5), (3.6). Assuming i.i.d. $\mathcal{T}(t)$ states, the following theorem characterizes the performance of this dynamic control algorithm A similar statement can be made for more general Markov modulated $\mathcal{T}(t)$ using the techniques of [GNT06]. For simplicity, here we consider the i.i.d. case.

Theorem 4 (Algorithm Performance) Suppose all queues are initialized to 0. Then, implementing the dynamic algorithm (3.7) every slot stabilizes all queues, thereby satisfying
the minimum reliability and time-average power constraints, and guarantees the following performance bounds (for some $\epsilon>0$ that depends on the slackness of the feasibility constraints):

$$
\begin{align*}
& \lim _{t \rightarrow \infty} \frac{1}{t} \sum_{\tau=0}^{t-1} \mathbb{E}\left\{Z_{s}(\tau)\right\} \leq \frac{B+V\left(\alpha_{s}+\sum_{i \in \widehat{\mathcal{R}}} \beta_{i} P_{i}^{\text {max }}\right)}{\epsilon}  \tag{3.8}\\
& \lim _{t \rightarrow \infty} \frac{1}{t} \sum_{\tau=0}^{t-1} \sum_{i \in \widehat{\mathcal{R}}} \mathbb{E}\left\{X_{i}(\tau)\right\} \leq \frac{B+V\left(\alpha_{s}+\sum_{i \in \widehat{\mathcal{R}}} \beta_{i} P_{i}^{\max }\right)}{\epsilon} \tag{3.9}
\end{align*}
$$

Further, the time average utility achieved for any $V \geq 0$ satisfies:

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \frac{1}{t} \sum_{\tau=0}^{t-1} \mathbb{E}\left\{\alpha_{s} \Phi_{s}(\tau)-\sum_{i \in \widehat{\mathcal{R}}} \beta_{i} P_{i}(\tau)\right\} \geq \zeta^{*}-\frac{B}{V} \tag{3.10}
\end{equation*}
$$

where

$$
\begin{align*}
& \zeta^{*} \triangleq \alpha_{s} r_{s}^{*}-\sum_{i \in \widehat{\mathcal{R}}} \beta_{i} e_{i}^{*}  \tag{3.11}\\
& B \triangleq \frac{1+\lambda_{s}^{2} \rho_{s}^{2}+\sum_{i \in \widehat{\mathcal{R}}}\left(P_{i}^{a v g}\right)^{2}+\left(P_{i}^{m a x}\right)^{2}}{2} \tag{3.12}
\end{align*}
$$

Proof 4 See Appendix B.1.

Thus, one can get within $O(1 / V)$ of the optimal values by increasing $V$ at the cost of an $O(V)$ increase in the virtual queue backlogs. The size of these queues affects the time required for the time average values to converge to the desired performance.

In the following sections, we investigate the basic 2-stage resource allocation problem (3.7) in detail and present solutions for two widely studied classes of cooperative protocols
proposed in the literature: Decode-and-Forward (DF) and Amplify-and-Forward (AF) [LTW04, LW03]. These protocols differ in the way the transmitted signal from the first phase is processed by the cooperating relays. In DF, a relay fully decodes the signal. If the packet is received correctly, it is re-encoded and transmitted in the second phase. In AF, a relay simply retransmits a scaled version of the received analog signal. We refer to [LTW04, LW03] for further details on the working of these protocols as well as derivation of expressions for the mutual information achieved by them. Let $m=|\mathcal{R}|$. In the following, we assume a Gaussian channel model with a total bandwidth $W$ and unit noise power per dimension. We use the information theoretic definition of a transmission failure (an outage event) as discussed in [HT98], [CTB99]. Here, an outage occurs when the total instantaneous mutual information is smaller than the rate $R$ at which data is being transmitted.

We first consider the case when the channel gains are known at the source (Sec. 3.5). In this scenario, (3.7) becomes a 2-stage deterministic shortest path problem because the outcome $\Phi_{s}(t)$ due to any control decision and its power allocation can be computed beforehand. Specifically, $\Phi_{s}(t)=1$ when the resulting total mutual information exceeds $R$ and $\Phi_{s}(t)=0$ otherwise. Further, this outcome is a function of control actions taken over two stages when cooperative transmission is used. This resulting problem is combinatorial and non-convex and does not admit closed-form solutions in general. However, for these protocols, we can reduce it to a set of simpler convex programs for which we can derive quasi-closed form solutions. Then in Sec. 3.6, we consider the case when only the statistics of the channel gains are known. In this case, the outcome $\Phi_{s}(t)$ is random
function of the control actions (taken over the two stages in case of cooperative transmission) and (3.7) becomes a 2-stage stochastic dynamic program. While standard dynamic programming techniques can be used to compute the optimal solution, they are typically computationally intensive. Therefore, for this case, we present a Monte Carlo simulation based technique to efficiently solve the resulting dynamic program.

### 3.5 Known Channels, Unknown Statistics

Recall that in order to determine the optimal control action in any slot $t$, we must choose between the four modes of operation as discussed in Sec. 3.2: (1) direct transmission, (2) multi-hop relay, (3) cooperative, and (4) idle. Let $c_{i}(t)$ and $I_{i}(t)$ denote the optimal cost of the metric (3.7), and the corresponding action that achieves that metric, assuming that mode $i \in\{1,2,3,4\}$ is chosen in slot $t$. Every slot, the algorithm computes $c_{i}(t)$ and $I_{i}(t)$ for each mode and then implements the mode $i$ and the resulting action $I_{i}(t)$ that minimizes cost. Note that the cost $c_{4}(t)$ for the idle mode is trivially 0 . The minimum cost for direct transmission can be computed as follows. When the source transmits directly, we have $P_{i}(t)=0 \forall i \in \mathcal{R}$. The minimum cost $c_{1}(t)$ associated with a successful direct transmission $\left(\Phi_{s}(t)=1\right)$ can be obtained by solving the following convex problem ${ }^{2}$ :

[^2]\[

$$
\begin{array}{cl}
\text { Minimize: } & \left(X_{s}(t)+V \beta_{s}\right) P_{s}(t)-Z_{s}(t)-V \alpha_{s} \\
\text { Subject to: } & W \log \left(1+\frac{P_{s}(t)}{W}\left|h_{s d}(t)\right|^{2}\right) \geq R \\
& 0 \leq P_{s}(t) \leq P_{s}^{\max } \tag{3.13}
\end{array}
$$
\]

where the constraint $W \log \left(1+\frac{P_{s}(t)}{W}\left|h_{s d}(t)\right|^{2}\right) \geq R$ represents the fact that to get $\Phi_{s}(t)=$ 1 , the mutual information must exceed $R$. It is easy to see that if there is a feasible solution to the above, then for minimum cost, this constraint must be met with equality. Using this, the minimum cost corresponding to the direct transmission mode is given by: $\left(X_{s}(t)+V \beta_{s}\right) P_{s}^{d i r}(t)-Z_{s}(t)-V \alpha_{s}$ if $P_{s}^{d i r}(t)=\frac{W}{\left|h_{s d}(t)\right|^{2}}\left(2^{R / W}-1\right) \leq P_{s}^{\max }$. Otherwise, direct transmission is infeasible and so we set $c_{1}(t)=+\infty$. In this case, direct transmission will not be considered as the idle mode cost $c_{4}(t)=0$ is strictly better, but we must also compare with the costs $c_{2}(t)$ and $c_{3}(t)$.

To compute the minimum $\operatorname{cost} c_{2}(t)$ associated with multi-hop transmission, note that in this case, the slot is divided into two parts (Fig. 3.1(b)) and $P_{i}(t)>0$ for at most one $i \in \mathcal{R}$. This strategy is a special case of the Regenerative DF protocol (to be discussed next) that uses only 1 relay and in which the destination does not use signals received from the first stage for decoding. Therefore, the optimal cost for this can be calculated using the procedure for the Regenerative DF case by imposing the single relay constraint and setting $h_{s d}(t)=0$.

Below we present the computation of the minimum $\operatorname{cost} c_{3}(t)$ for the cooperative transmission mode under several protocols. In what follows, we drop the time subscript $(t)$ for notational convenience.

### 3.5.1 Regenerative DF, Orthogonal Channels

Here, the source and relays are each assigned an orthogonal channel of equal size. An example slot structure is shown in Fig. 3.1(c) in which the entire slot is divided into $m+1$ equal mini-slots. In the first phase of the protocol, $s$ transmits the packet in its slot using power $P_{s}$. In the second phase, a subset $\mathcal{U} \subset \mathcal{R}$ of relays that were successful in reliably decoding the packet, re-encode it using the same code book and transmit to the destination on their channels with power $P_{i}$ (where $i \in \mathcal{U}$ ). Given such a set $\mathcal{U}$, the total mutual information under this protocol is given by [LTW04]:

$$
\frac{W}{m} \log \left(1+\frac{m P_{s}}{W}\left|h_{s d}\right|^{2}+\sum_{i \in \mathcal{U}} \frac{m P_{i}}{W}\left|h_{i d}\right|^{2}\right)
$$

This is derived by assuming that the receiver uses Maximal Ratio Combining to process the signals. As seen in the expression for the mutual information, such an orthogonal structure increases the SNR, but utilizes only a fraction of the available degrees of freedom leading to reduced multiplexing gain.

Define binary variables $x_{i}$ to be 1 if relay $i$ can reliably decode the packet after the first stage and 0 else. Then, for this protocol, (3.7) is equivalent to the following optimization problem:

$$
\begin{array}{cl}
\text { Minimize: } & \left(X_{s}+V \beta_{s}\right) P_{s}+\sum_{i \in \mathcal{R}}\left(X_{i}+V \beta_{i}\right) P_{i}-Z_{s}-V \alpha_{s} \\
\text { Subject to: } & \frac{W}{m} \log \left(1+\frac{m P_{s}}{W}\left|h_{s d}\right|^{2}+\sum_{i \in \mathcal{R}} x_{i} \frac{m P_{i}}{W}\left|h_{i d}\right|^{2}\right) \geq R \\
& \frac{W}{m} \log \left(1+\frac{m P_{s}}{W}\left|h_{s i}\right|^{2}\right) \geq x_{i} R \\
& 0 \leq P_{s} \leq P_{s}^{\max } \\
& 0 \leq P_{i} \leq P_{i}^{\text {max }}, x_{i} \in\{0,1\} \forall i \in \mathcal{R} \tag{3.14}
\end{array}
$$

The variables $x_{i}$ capture the requirement that a relay can cooperatively transmit in the second stage only if it was successful in reliably decoding the packet using the first stage transmission. A similar setup is considered in [MY04b] but it treats the limiting case when $W$ goes to infinity. Because of the integer constraints on $x_{i}$, (3.14) is nonconvex. However, we can exploit the structure of this protocol to reduce the above to a set of $m+1$ subproblems as follows. We first order the relays in decreasing order of their $\left|h_{s i}\right|^{2}$ values. Define $\mathcal{U}_{k}$ as the set that contains the first $k$ (where $0 \leq k \leq m$ ) relays from this ordering. Let $P_{s}^{\mathcal{U}_{k}}$ denote the minimum source power required to ensure that all relays in $\mathcal{U}_{k}$ can reliably decode the packet after the first stage. We note that for all values of $P_{s}$ in the range $\left(P_{s}^{\mathcal{U}_{k}}, P_{s}^{\mathcal{U}_{k+1}}\right)$, the relay set that can reliably decode remains the
same, i.e., $\mathcal{U}_{k}$. Thus, we need to consider only $m+1$ subproblems, one for each $\mathcal{U}_{k}$. The subproblem for any set $\mathcal{U}_{k}$ is given by:

$$
\begin{array}{cl}
\text { Minimize: } & \left(X_{s}+V \beta_{s}\right) P_{s}+\sum_{i \in \mathcal{U}_{k}}\left(X_{i}+V \beta_{i}\right) P_{i}-Z_{s}-V \alpha_{s} \\
\text { Subject to: } & \frac{W}{m} \log \left(1+\frac{m P_{s}}{W}\left|h_{s d}\right|^{2}+\sum_{i \in \mathcal{U}_{k}} \frac{m P_{i}}{W}\left|h_{i d}\right|^{2}\right) \geq R \\
& P_{s}^{\mathcal{U}_{k}} \leq P_{s} \leq P_{s}^{\max } \\
& 0 \leq P_{i} \leq P_{i}^{\max } \quad \forall i \in \mathcal{U}_{k} \tag{3.15}
\end{array}
$$

This can easily be expressed as the following LP:

$$
\begin{array}{ll}
\text { Minimize: } & \left(X_{s}+V \beta_{s}\right) P_{s}+\sum_{i \in \mathcal{U}_{k}}\left(X_{i}+V \beta_{i}\right) P_{i}-Z_{s}-V \alpha_{s} \\
\text { Subject to: } & P_{s}\left|h_{s d}\right|^{2}+\sum_{i \in \mathcal{U}_{k}} P_{i}\left|h_{i d}\right|^{2} \geq \theta \\
& P_{s}^{\mathcal{U}_{k}} \leq P_{s} \leq P_{s}^{\max } \\
& 0 \leq P_{i} \leq P_{i}^{\text {max }} \quad \forall i \in \mathcal{U}_{k} \tag{3.16}
\end{array}
$$

where $\theta=\frac{W}{m}\left(2^{R m / W}-1\right)$. The solution to the LP above has a greedy structure where we start by allocating increasing power to the nodes (including $s$ ) in decreasing order of the value of $\frac{\left|h_{i d}\right|^{2}}{\left(X_{i}+V \beta_{i}\right)}$ (where $\left.i \in \mathcal{U}_{k} \cup\{s\}\right)$ till any constraint is met.

Therefore, for this protocol, the optimal solution to finding the cost $c_{3}(t)$ associated with the cooperative transmission mode in (3.7) can be computed by solving (3.16) for each $\mathcal{U}_{k}$ and picking the one with the least cost. It is interesting to note that if we impose a constraint on the sum total power of the relays instead of individual node constraints,
then due to the greedy nature of the solution to (3.16), it is optimal to select at most 1 relay for cooperation. Specifically, this relay is the one that has the highest value of $\frac{\left|h_{i d}\right|^{2}}{\left(X_{i}+V \beta_{i}\right)}$.

### 3.5.2 Non-Regenerative DF, Orthogonal Channels

This protocol is similar to Regenerative DF protocol discussed in Sec. 3.5.1. The only difference is that here, in the second stage, the subset $\mathcal{U} \subset \mathcal{R}$ relays that were successful in reliably decoding the packet re-encode it using independent code books. In this case, the total mutual information is given by [LW03]:

$$
\frac{W}{m} \log \left(1+\frac{m P_{s}}{W}\left|h_{s d}\right|^{2}\right)+\sum_{i \in \mathcal{R}} \frac{W}{m} \log \left(1+x_{i} \frac{m P_{i}}{W}\left|h_{i d}\right|^{2}\right)
$$

Using the same definition of binary variables $x_{i}$ as in Sec.3.5.1, we can express (3.7) for this protocol as an optimization problem that resembles (3.14). Similar to the Regenerative DF case, we can then reduce this to a set of $m+1$ subproblems, one for each $\mathcal{U}_{k}$. The subproblem for set $\mathcal{U}_{k}$ is given by:

$$
\begin{array}{cl}
\text { Minimize: } & \left(X_{s}+V \beta_{s}\right) P_{s}+\sum_{i \in \mathcal{U}_{k}}\left(X_{i}+V \beta_{i}\right) P_{i}-Z_{s}-V \alpha_{s} \\
\text { Subject to: } & \log \left(1+\frac{m P_{s}}{W}\left|h_{s d}\right|^{2}\right)+\sum_{i \in \mathcal{U}_{k}} \log \left(1+\frac{m P_{i}}{W}\left|h_{i d}\right|^{2}\right) \geq \frac{m R}{W} \\
& P_{s}^{\mathcal{U}_{k}} \leq P_{s} \leq P^{\text {max }} \\
& 0 \leq P_{i} \leq P^{\text {max }} \quad \forall i \in \mathcal{U}_{k} \tag{3.17}
\end{array}
$$

The above problem is convex and we can use the KKT conditions to get the optimal
 solution to the subproblem for set $\mathcal{U}_{k}$ is given by:

$$
\begin{align*}
& P_{s}^{*}\left(\mathcal{U}_{k}\right)=\left[\frac{\nu^{*}}{X_{s}+V \beta_{s}}-\frac{W}{m\left|h_{s d}\right|^{2}}\right]_{P_{s}^{u_{k}}}^{P_{\max }} \\
& P_{i}^{*}\left(\mathcal{U}_{k}\right)=\left[\frac{\nu^{*}}{X_{i}+V \beta_{i}}-\frac{W}{m\left|h_{i d}\right|^{2}}\right]_{0}^{P_{i}^{\max }} \forall i \in \mathcal{U}_{k} \tag{3.18}
\end{align*}
$$

where $\nu^{*} \geq 0$ is chosen so that the total mutual information constraint is met with equality. Therefore, the optimal solution for the cost $c_{3}(t)$ in (3.7) for this protocol can be computed by solving (3.18) for each $\mathcal{U}_{k}$ and picking one with the least cost. We note that the solution above has a water-filling type structure that is typical of related resource allocation problems in static settings.

### 3.5.3 AF, Orthogonal Channels

In this protocol, the source and relays are again assigned an orthogonal channel of equal size. An example slot structure is shown in Fig. 3.1(c). However, instead of trying to decode the packet, the relays amplify and forward the received signal from the first stage. The total mutual information under this protocol is given by [MY10] [ZAL07]:

$$
\frac{W}{m} \log \left(1+\frac{m P_{s}}{W}\left(\left|h_{s d}\right|^{2}+\sum_{i \in \mathcal{R}} \psi_{i}\right)\right)
$$

where $\psi_{i} \triangleq \frac{P_{i}\left|h_{s i}\right|^{2}\left|h_{i d}\right|^{2}}{P_{s}\left|h_{s i}\right|^{2}+P_{i}\left|h_{i d}\right|^{2}+W / m}$. Using this, we can express (3.7) for this model as follows.

$$
\begin{array}{cl}
\text { Minimize: } & \left(X_{s}+V \beta_{s}\right) P_{s}+\sum_{i \in \mathcal{R}}\left(X_{i}+V \beta_{i}\right) P_{i}-Z_{s}-V \alpha_{s} \\
\text { Subject to: } & \frac{W}{m} \log \left(1+\frac{m P_{s}}{W}\left(\left|h_{s d}\right|^{2}+\sum_{i \in \mathcal{R}} \psi_{i}\right)\right) \geq R \\
& 0 \leq P_{s} \leq P_{s}^{\max } \\
& 0 \leq P_{i} \leq P_{i}^{\max } \forall i \in \mathcal{R} \tag{3.19}
\end{array}
$$

This problem is non-convex. However, if we fix the source power $P_{s}$, then it becomes convex in the other variables. This reduction has been used in [ZAL07] as well, although it considers a static scenario with the objective of minimizing instantaneous outage probability. After fixing $P_{s}$, we can compute the optimal relay powers for this value of $P_{s}$ by solving the following:

$$
\begin{array}{cl}
\text { Minimize: } & \sum_{i \in \mathcal{R}}\left(X_{i}+V \beta_{i}\right) P_{i}-Z_{s}-V \alpha_{s} \\
\text { Subject to: } & P_{s}\left|h_{s d}\right|^{2}+\sum_{i \in \mathcal{R}} P_{s} \psi_{i} \geq \theta \\
& 0 \leq P_{i} \leq P_{i}^{\max } \quad \forall i \in \mathcal{R} \tag{3.20}
\end{array}
$$

where $\theta=\frac{W}{m}\left(2^{R m / W}-1\right)$. The first constraint can be simplified as:

$$
P_{s}\left|h_{s d}\right|^{2}+\sum_{i \in \mathcal{R}} P_{s} \psi_{i}=P_{s}\left(\left|h_{s d}\right|^{2}+\sum_{i \in \mathcal{R}}\left|h_{s i}\right|^{2}\right)-\sum_{i \in \mathcal{R}} \frac{P_{s}^{2}\left|h_{s i}\right|^{4}+P_{s}\left|h_{s i}\right|^{2} W / m}{P_{s}\left|h_{s i}\right|^{2}+P_{i}\left|h_{i d}\right|^{2}+W / m}
$$

Since we have fixed $P_{s}$, we can express (3.20) as:

$$
\begin{array}{cl}
\text { Minimize: } & \sum_{i \in \mathcal{R}}\left(X_{i}+V \beta_{i}\right) P_{i}-Z_{s}-V \alpha_{s} \\
\text { Subject to: } & \sum_{i \in \mathcal{R}} \frac{P_{s}^{2}\left|h_{s i}\right|^{4}+P_{s}\left|h_{s i}\right|^{2} W / m}{P_{s}\left|h_{s i}\right|^{2}+P_{i}\left|h_{i d}\right|^{2}+W / m} \leq \theta^{\prime} \\
& 0 \leq P_{i} \leq P_{i}^{\max } \quad \forall i \in \mathcal{R} \tag{3.21}
\end{array}
$$

where $\theta^{\prime}=P_{s}\left(\left|h_{s d}\right|^{2}+\sum_{i \in \mathcal{R}_{s}}\left|h_{s i}\right|^{2}\right)-\theta$. Using the KKT conditions, the solution the above convex optimization problem is given by (see Appendix B. 3 for details): $P_{i}^{*}=$ $\left[\sqrt{\frac{\nu^{*}\left(P_{s}^{2}\left|h_{s i}\right|^{4}+P_{s}\left|h_{s i}\right|^{2} W / m\right)}{\left(X_{i}+V \beta_{i}\right)\left|h_{i d}\right|^{2}}}-\frac{P_{s}\left|h_{s i}\right|^{2}+W / m}{\left|h_{i d}\right|^{2}}\right]_{0}^{P_{i}^{\max }}$ where $\nu^{*} \geq 0$ is chosen so that the second constraint is met with equality. We note that this solution has a water-filling type structure as well. Therefore, to compute the optimal solution to (3.7) for this protocol, we would have to solve the above for each value of $P_{s} \in\left[0, P_{s}^{\max }\right]$. In practice, this computation can be simplified by considering only a discrete set of values for $P_{s}$. Because we have derived a simple closed form expression for each $P_{s}$, it is easy to compare these values over, say, a discrete list of 100 options in $\left[0, P_{s}^{\max }\right]$ to pick the best one, which enables a very accurate approximation to optimality in real time.

### 3.5.4 DF with DSTC

In this protocol, all the cooperating relays in the second stage use an appropriate distributed space-time code (DSTC) [LW03] so that they can transmit simultaneously on the same channel. The slot structure under this scheme is shown in Fig.3.1(d). Suppose in the first phase of the protocol, $s$ transmits the packet in the first half of the slot using
power $P_{s}$. In the second phase, a subset $\mathcal{U} \subset \mathcal{R}$ of relays that were successful in reliably decoding the packet, re-encode it using a DSTC and transmit to the destination with power $P_{i}$ (where $i \in \mathcal{U}$ ) in the second half of the slot. Given such a set $\mathcal{U}$, the total mutual information under this protocol is given by [LTW04]:

$$
\frac{W}{2} \log \left(1+\frac{2 P_{s}}{W}\left|h_{s d}\right|^{2}+\sum_{i \in \mathcal{U}} \frac{2 P_{i}}{W}\left|h_{i d}\right|^{2}\right)
$$

The factor of 2 appears because only half of the slot is being used for transmission. As seen in the expression above, unlike the earlier examples, this protocol does not suffer from reduced multiplexing gains due to orthogonal channels.

We can now express (3.7) for this protocol as follows. Define binary variables $x_{i}$ to be 1 if relay $i$ can reliably decode the packet after the first stage and 0 else. Then, for this protocol, (3.7) is equivalent to the following optimization problem:

$$
\begin{array}{ll}
\text { Minimize: } & \left(X_{s}+V \beta_{s}\right) P_{s}+\sum_{i \in \mathcal{R}}\left(X_{i}+V \beta_{i}\right) P_{i}-Z_{s}-V \alpha_{s} \\
\text { Subject to: } & \frac{W}{2} \log \left(1+\frac{2 P_{s}}{W}\left|h_{s d}\right|^{2}+\sum_{i \in \mathcal{R}} x_{i} \frac{2 P_{i}}{W}\left|h_{i d}\right|^{2}\right) \geq R \\
& \frac{W}{2} \log \left(1+\frac{2 P_{s}}{W}\left|h_{s i}\right|^{2}\right) \geq x_{i} R \\
& 0 \leq P_{s} \leq P_{s}^{\max } \\
& 0 \leq P_{i} \leq P_{i}^{\max }, x_{i} \in\{0,1\} \forall i \in \mathcal{R} \tag{3.22}
\end{array}
$$

By comparing the above with (3.14), it can be seen that the computation of minimum cost under this protocol follows the same procedure as described in Sec. 3.5.1 of solving
$m+1$ subproblems, each an LP, by ordering the relays greedily and hence we do not repeat it.

### 3.5.5 AF with DSTC

Here, all cooperating relays use amplify and forward along with DSTC. The total mutual information under this protocol is given by:

$$
\frac{W}{2} \log \left(1+\frac{2 P_{s}}{W}\left(\left|h_{s d}\right|^{2}+\sum_{i \in \mathcal{R}} \psi_{i}\right)\right)
$$

where $\psi_{i}=\frac{P_{i}\left|h_{s i}\right|^{2}\left|h_{i d}\right|^{2}}{P_{s}\left|h_{s i}\right|^{2}+P_{i}\left|h_{i d}\right|^{2}+W / 2}$. Using this, we can express (3.7) for this model as follows.

$$
\begin{array}{ll}
\text { Minimize: } & \left(X_{s}+V \beta_{s}\right) P_{s}+\sum_{i \in \mathcal{R}}\left(X_{i}+V \beta_{i}\right) P_{i}-Z_{s}-V \alpha_{s} \\
\text { Subject to: } & \frac{W}{2} \log \left(1+\frac{m P_{s}}{W}\left(\left|h_{s d}\right|^{2}+\sum_{i \in \mathcal{R}} \psi_{i}\right)\right) \geq R \\
& 0 \leq P_{s} \leq P_{s}^{\max } \\
& 0 \leq P_{i} \leq P_{i}^{\max } \forall i \in \mathcal{R} \tag{3.23}
\end{array}
$$

This is similar to (3.19) and thus, we fix $P_{s}$ and use a similar reduction to get a convex optimization problem whose solution can be derived using KKT conditions and is given by:

$$
P_{i}^{*}=\left[\sqrt{\frac{\nu^{*}\left(P_{s}^{2}\left|h_{s i}\right|^{4}+P_{s}\left|h_{s i}\right|^{2} W / 2\right)}{\left(X_{i}+V \beta_{i}\right)\left|h_{i d}\right|^{2}}}-\frac{P_{s}\left|h_{s i}\right|^{2}+W / 2}{\left|h_{i d}\right|^{2}}\right]_{0}^{P_{i}^{\max }}
$$

where $\nu^{*} \geq 0$ is chosen so that the constraint on the total mutual information at the destination is met with equality.

### 3.6 Unknown Channels, Known Statistics

We next consider the solution to (3.7) when the source does not know the current channel gains and is only aware of their statistics. In this case, (3.7) becomes a 2 -stage stochastic dynamic program. For brevity, here we focus on its solution for the cooperative transmission mode.

Suppose the source uses power $P_{s}$ in the first stage. Let $\omega$ denote the outcome of this transmission. This lies in a space $\Omega$ of possible network states which is assumed to be of a finite but arbitrarily large size. For example, in the DF protocol, $\omega$ might represent the set of relay nodes that received the packet successfully after the first stage as well as the mutual information accumulated so far at the destination. For AF, $\omega$ can represent the SNR value at each relay node and at the destination.

Let $J_{1}^{*}\left(P_{s}, \omega\right)$ be the optimal cost-to-go function for the 2-stage dynamic program (3.7) given that the source uses power $P_{s}$ in the first stage and the network state is $\omega$ at the beginning of the second stage. Let $J_{0}^{*}$ denote the optimal cost-to-go function starting from the first stage. Also, let $\mathcal{R}(\omega)$ denote the set of relay nodes that can take part in cooperative transmission when the network state in $\omega$. We define the following probabilities. Let $f\left(P_{s}, \omega\right)$ be the probability that the outcome of the first stage is $\omega$ when the source uses power $P_{s}$. Also, let $g\left(\vec{P}_{\mathcal{R}(\omega)}, P_{s}, \omega\right)$ be the probability that the receiver gets the packet successfully when relays in $\mathcal{R}(\omega)$ use a power allocation $\vec{P}_{\mathcal{R}(\omega)}$ and the
source uses power $P_{s}$. Note that these probabilities are obtained by taking expectation over all channel state realizations. We assume these are obtained from the knowledge of the channel statistics.

Using these definitions, we can now write the Bellman optimality equations [Ber07] for this dynamic program $\forall \omega \in \Omega$ :

$$
\begin{align*}
& J_{0}^{*}=\min _{P_{s}}\left[\left(X_{s}+V \beta_{s}\right) P_{s}+\sum_{\omega \in \Omega} f\left(P_{s}, \omega\right) J_{1}^{*}\left(P_{s}, \omega\right)\right]  \tag{3.24}\\
& J_{1}^{*}\left(P_{s}, \omega\right)=\min _{\vec{P}_{\mathcal{R}(\omega)}}\left[\sum_{i \in \mathcal{R}(\omega)}\left(X_{i}+V \beta_{i}\right) P_{i}-\left(Z_{s}+V \alpha_{s}\right) g\left(\vec{P}_{\mathcal{R}(\omega)}, P_{s}, \omega\right)\right] \tag{3.25}
\end{align*}
$$

While this can be solved using standard dynamic programming techniques, it has a computational complexity that grows with the state space size $\Omega$ and can be prohibitive when this is large. We therefore present an alternate method based on the idea of Monte Carlo simulation.

### 3.6.1 Simulation Based Method

Suppose the transmitter performs the following simulation. Fix a source power $P_{s}$. Define $J_{0}^{*}\left(P_{s}\right)$ as the optimal cost-to-go function given that the source uses power $P_{s}$. Note that this is simply the expression on the right hand side of (3.24) with $P_{s}$ fixed. Simulate the outcome of a transmission at this power $n$ times independently using the values of $f\left(P_{s}, \omega\right)$. Let $\omega_{j} \in \Omega$ denote the outcome of the $j^{\text {th }}$ simulation. For each generated outcome $\omega_{j}$, compute the optimal cost-to-go function $J_{1}^{*}\left(P_{s}, \omega_{j}\right)$ by solving (3.25) (this could be done using the knowledge of $g\left(\vec{P}_{\mathcal{R}_{( }(\omega)}, P_{s}, \omega\right)$ either analytically or numerically).

Use this to update $J_{0}^{e s t}\left(P_{s}, n\right)$, which is an estimate of $J_{0}^{*}\left(P_{s}\right)$ for a given $P_{s}$ after $n$ iterations and is defined as follows:

$$
\begin{equation*}
J_{0}^{e s t}\left(P_{s}, n\right)=\left(X_{s}+V \beta_{s}\right) P_{s}+\frac{1}{n} \sum_{j=1}^{n} J_{1}^{*}\left(P_{s}, \omega_{j}\right) \tag{3.26}
\end{equation*}
$$

We now show that, for a given $P_{s}, J_{0}^{\text {est }}\left(P_{s}, n\right)$ can be pushed arbitrarily close to the optimal cost-to-go function $J_{0}^{*}\left(P_{s}\right)$ by increasing $n$. Since we have fixed $P_{s}$, from (3.24), we have:

$$
J_{0}^{*}\left(P_{s}\right)=\left(X_{s}+V \beta_{s}\right) P_{s}+\sum_{\omega \in \Omega} f\left(P_{s}, \omega\right) J_{1}^{*}\left(P_{s}, \omega\right)
$$

Define the following indicator random variables for each simulation $j$ and $\forall \omega \in \Omega$ :

$$
1_{\omega}\left(P_{s}, j\right)= \begin{cases}1 & \text { if the outcome of simulation } j \text { is } \omega \\ 0 & \text { else }\end{cases}
$$

Note that by definition $\mathbb{E}\left\{1_{\omega}\left(P_{s}, j\right)\right\}=f\left(P_{s}, \omega\right)$. Therefore, we can express $J_{0}^{\text {est }}\left(P_{s}, n\right)$ in terms of these indicator variables as follows:

$$
J_{0}^{e s t}\left(P_{s}, n\right)=\left(X_{s}+V \beta_{s}\right) P_{s}+\frac{1}{n} \sum_{j=1}^{n} \sum_{\omega \in \Omega} 1_{\omega}\left(P_{s}, j\right) J_{1}^{*}\left(P_{s}, \omega\right)
$$

We note that $\left(\sum_{\omega \in \Omega} 1_{\omega}\left(P_{s}, j\right) J_{1}^{*}\left(P_{s}, \omega\right)\right)$ are i.i.d. random variables with mean $\mu=\sum_{\omega \in \Omega} f\left(P_{s}, \omega\right) J_{1}^{*}\left(P_{s}, \omega\right)$ and variance $\sigma^{2}=\sum_{\omega \in \Omega} f\left(P_{s}, \omega\right)\left(J_{1}^{*}\left(P_{s}, \omega\right)\right)^{2}-\mu^{2}$. Using Chebyshev's inequality, we get for any $\epsilon>0$ :

$$
\operatorname{Pr}\left[\left|\frac{1}{n} \sum_{j=1}^{n}\left(\sum_{\omega \in \Omega} 1_{\omega}\left(P_{s}, j\right) J_{1}^{*}\left(P_{s}, \omega\right)\right)-\mu\right| \geq \epsilon\right] \leq \frac{\sigma^{2}}{n \epsilon^{2}}
$$

This shows that the value of the estimate quickly converges to the optimal cost-to-go value. Thus, this method can be used to get a good estimate of the optimal cost-to-go function for a fixed value of $P_{s}$ in a reasonable number of steps.

### 3.7 Multi-Source Extensions

In this section, we extend the basic model of Sec. 3.2 to the case when there are multiple sources in the network. Let the set of source nodes be given by $\mathcal{S}$. We consider the case when all source nodes have orthogonal channels. ${ }^{3}$ In particular, we assume that in each slot, a medium access process $\chi(t)$ determines which source nodes get transmission opportunities. For simplicity, we assume that at most one source transmits in a slot. This models situations where there might be a pseudo-random TDMA schedule that determines a unique transmitter node every slot. It also models situations where the source nodes use a contention-resolution mechanism such as CSMA. Our model can be extended to scenarios where more than one source node can transmit, potentially over orthogonal frequency channels.

[^3]Let $s(t)=s(\chi(t)) \in \mathcal{S}$ be the source node that gets a transmission opportunity in slot $t$. Then, the optimal resource allocation framework developed in Sec. 3.4 can be applied as follows. A virtual reliability queue is defined for each source node $s \in \mathcal{S}$ and is updated as in (3.5). Note that in slots where a source node $s$ does not get a transmission opportunity, $\Phi_{s}(t)=0$. We assume that each incoming packet gets one transmission opportunity so that the delay constraint of 1 slot per packet only measures the transmission delay and not the queueing delay that would be incurred due to contention. Similarly, a virtual power queue is maintained for each node as in (3.6) including the source nodes and relay nodes. Note that in this model, it is possible for a source node to act as a relay for another source node when it is not transmitting its own data. We denote the set of relay nodes (that includes such source nodes) in slot $t$ as $\mathcal{R}(t)$.

Then the optimal control algorithm operates as follows. Let $\boldsymbol{Q}(t)$ denote the collection of all virtual queues in timeslot $t$. Every slot, given $\boldsymbol{Q}(t)$ and any channel state $\mathcal{T}(t)$, it chooses a control action $\mathcal{I}_{s(t)}$ that minimizes the following stochastic metric (for a given control parameter $V \geq 0$ ):

$$
\begin{aligned}
\text { Minimize: } & \left(X_{s(t)}+V \beta_{s(t)}\right) \mathbb{E}\left\{P_{s(t)} \mid \boldsymbol{Q}(t), \mathcal{T}(t)\right\}+\sum_{i \in \mathcal{R}(t)}\left(X_{i}(t)+V \beta_{i}\right) \mathbb{E}\left\{P_{i}(t) \mid \boldsymbol{Q}(t), \mathcal{T}(t)\right\} \\
& -\left(Z_{s(t)}+V \alpha_{s(t)}\right) \mathbb{E}\left\{\Phi_{s(t)} \mid \boldsymbol{Q}(t), \mathcal{T}(t)\right\}
\end{aligned}
$$

Subject to: $0 \leq P_{s(t)} \leq P_{s(t)}^{\max }$

$$
\begin{align*}
& 0 \leq P_{i}(t) \leq P_{i}^{\max } \forall i \in \mathcal{R}(t) \\
& \mathcal{I}_{s(t)} \in \mathcal{C} \tag{3.27}
\end{align*}
$$

This problem can be solved using the techniques described for the single source case.

### 3.8 Simulations

We simulate the dynamic control algorithm (3.7) in an ad-hoc network with 3 stationary sources and 7 mobile relays as shown in Fig. 3.2. Every slot, the sources receive new packets destined for the base station according to an i.i.d. Bernoulli process of rate $\lambda$ and each packet has a delay constraint of 1 slot. The sources are assumed to have orthogonal channels and can transmit either directly or cooperatively with a subset of the relays in their vicinity. We impose a cell-partitioned structure so that a source can only cooperate with the relays that are in the same cell in that slot. The relays move from one cell to the other according to a Markovian random walk. In the simulation, at the end of every slot, a relay decides to stay in its current cell with probability 0.8 , else decides to move to an adjacent cell with probability 0.2 (where any of the feasible adjacent cells are equally likely).

We assume a Rayleigh fading model. The amplitude squares of the instantaneous gains on the links involving a source, the set of relays in its cell in that slot and the base station are exponentially distributed random variables with mean 1 . All power values are normalized with respect to the average noise power. All nodes have an average power constraint of 1 unit and a maximum power constraint of 10 units.

We consider the Regenerative DF cooperative protocol over orthogonal channels and implement the optimal resource allocation strategy as computed in (3.16) for this network. In the first experiment, we consider the objective of minimizing the average sum power


Figure 3.2: A snapshot of the example network used in simulation.
expenditure in the network given a minimum reliability constraint $\rho_{s}=0.98$ and input rate $\lambda_{s}=0.5$ packets/slot for all sources. For this, we set $\alpha_{s}=0$ and $\beta_{i}=1$. Fig. 3.3 shows the average sum power for different values of the control parameter $V$. It is seen that this value converges to 2.6 units for increasing values of $V$, as predicted by the performance bounds on the time average utility in Theorem 1. Fig. 3.4 shows the resulting average reliability queue occupancy. It is seen to increase linearly in $V$, again as predicted by the bound on the time average queue backlog in Theorem 1. We emphasize again that there are no actual queues in the system, and all successfully delivered packets have a delay exactly equal to 1 slot. The fact that all reliability queues are stable ensures that we are indeed meeting or exceeding the $98 \%$ reliability constraint. Indeed, in our simulations we found reliability to be almost exactly equal to the $98 \%$ constraint, as expected in an algorithm designed to minimize average power subject to this constraint. We further note that the instantaneous reliability queue value $Z(t)$ represents the worst case "excess" packets that did not meet the reliability constraints over any interval ending


Figure 3.3: Average Sum Power vs. V.
at time $t$, so that maintaining small $Z(t)$ (with a small $V$ ) makes the timescales over which the time average reliability constraints are satisfied smaller.

In the second experiment, we choose both $\alpha_{s}=0$ and $\beta_{i}=0$ so that (3.2) becomes a feasibility problem. We fix the average and peak power values to 1 and 10 respectively and implement (3.16) for different rate-reliability pairs. In Table 3.1, we show whether these are feasible or not under three resource allocation strategies: (A) direct transmission, (B)always cooperative transmission and (C) dynamic cooperation (that corresponds to implementing the solution to (3.16) every slot). It can be seen that dynamic cooperation significantly increases the feasible rate-reliability region over direct transmission as well as static cooperation. For example, it is impossible to achieve $95 \%$ reliability using direct transmission alone, even if the traffic rate is only 0.2 packets/slot. This can be achieved by an algorithm that uses the cooperation mode (mode 3) always, but optimizes over


Figure 3.4: Average Reliability Queue Occupancy vs. V.

| $\left(\lambda_{s}, \rho_{s}\right)$ | $(0.2,0.9)$ | $(0.2,0.95)$ | $(0.5,0.95)$ | $(0.5,0.98)$ | $(0.6,0.98)$ | $(0.7,0.99)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| A | $\checkmark$ | $\mathbf{x}$ | $\mathbf{x}$ | $\mathbf{x}$ | $\mathbf{x}$ | $\mathbf{x}$ |
| B | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\mathbf{x}$ | $\mathbf{x}$ | $\mathbf{x}$ |
| C | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\mathbf{x}$ |

Table 3.1: Table showing the feasibility of different rate-reliability pairs under three strategies: (A) direct transmission, (B) always cooperate, and (C) optimal solution.
the power allocation decisions of this cooperation mode as specified in previous sections. However, always using cooperation fails if we desire $98 \%$ reliability, but using our optimal policy that dynamically mixes between the different modes, and chooses efficient power allocation decisions in each mode, can achieve $98 \%$ reliability, even at increased rates up to 0.6 packets/slot.

### 3.9 Chapter Summary

In this chapter, we considered the problem of optimal resource allocation for delay-limited cooperative communication in a mobile ad-hoc network. Motivated by real-time applications that have stringent delay constraints, we considered the case where each packet has a strict delay constraint of one slot. Using the technique of Lyapunov optimization, we developed dynamic cooperation strategies that make optimal use of network resources to achieve a target outage probability (reliability) for each user subject to average power constraints. Our framework is general enough to be applicable to a large class of cooperative protocols. In particular, in this chapter, we derived quasi-closed form solutions for several variants of the Decode-and-Forward and Amplify-and-Forward strategies. Unlike earlier works, our scheme does not require prior knowledge of the statistical description of the packet arrival, channel state and node mobility processes and can be implemented in an online fashion.

## Chapter 4

## Opportunistic Cooperation in Cognitive Networks

In this chapter, we investigate opportunistic cooperation between unlicensed secondary users and legacy primary users in a cognitive radio network. Specifically, we consider a model of a cognitive network where a secondary user can cooperatively transmit with the primary user in order to improve the latter's effective transmission rate. In return, the secondary user gets more opportunities for transmitting its own data when the primary user is idle. This kind of interaction between the primary and secondary users is different from the traditional dynamic spectrum access model in which the secondary users try to avoid interfering with the primary users while seeking transmission opportunities on vacant primary channels. In our model, the secondary users need to balance the desire to cooperate more (to create more transmission opportunities) with the need for maintaining sufficient energy levels for their own transmissions. Such a model is applicable in the emerging area of cognitive femtocell networks. Under these settings, we formulate the problem of maximizing the secondary user throughput subject to a time average power constraint. This is a constrained Markov Decision Problem and conventional solution techniques based on dynamic programming require either extensive knowledge of the
system dynamics or learning based approaches that suffer from large convergence times. However, using the technique of Lyapunov optimization, we design a novel greedy and online control algorithm that overcomes these challenges and is provably optimal.

### 4.1 Introduction

Much prior work on resource allocation in cognitive radio networks has focused on the dynamic spectrum access model [ALVM06,ZS07,Bud07] in which the secondary users seek transmission opportunities for their packets on vacant primary channels in frequency, time, or space. Under this model, the primary users are assumed to be oblivious of the presence of the secondary users and transmit whenever they have data to send. Secondly, a collision model is assumed for the physical layer in which if a secondary user transmits on a busy primary channel, then there is a collision and both packets are lost. We considered a similar model in Chapter 2 where the objective was to design an opportunistic scheduling policy for the secondary users that maximizes their throughput utility while providing tight reliability guarantees on the maximum number of collisions suffered by a primary user over any given time interval. We note that this formulation does not consider the possibility of any cooperation between the primary and secondary users. Further, it is assumed that the secondary user activity does not affect the primary user channel occupancy process.

There is a growing body of work that investigates alternate models for the interaction between the primary and secondary users in a cognitive radio network. In particular,
the idea of cooperation at the physical layer has been considered from an informationtheoretic perspective in many works. See [GJMS09] and the references therein for a comprehensive survey. These are motivated by the work on the classical interference and relay channels [Car78,HK81, CG79, CT91]. The main idea in these works is that the resources of the secondary user can be utilized to improve the performance of the primary transmissions. In return, the secondary user can obtain more transmission opportunities on the primary channel for its own data.

These works mainly treat the problem from a physical layer/information-theoretic perspective and do not consider upper layer issues such as queueing dynamics, higher priority for primary user, etc. Recent work that addresses some of these issues includes [SBNS07, $\mathrm{SSS}^{+} 08$, ZZ09, KLTM09, RE10]. Specifically, [SBNS07] considers the scenario where the secondary user acts as a relay for those packets of the primary user that it receives successfully but which are not received by the primary destination. It derives the stable throughput of the secondary user under this model. [ $\left.\mathrm{SSS}^{+} 08, \mathrm{ZZ} 09\right]$ use a Stackelberg game framework to study spectrum leasing strategies in cooperative cognitive radio networks where the primary users lease a portion of their licensed spectrum to secondary users in return for cooperative relaying. [KLTM09, RE10] study and compare different physical layer strategies for relaying in such cognitive cooperative systems. An important consequence of this interaction between the primary and secondary users is that the secondary user activity can now potentially influence the primary user channel occupancy process. However, there has been little work in studying this scenario. Exceptions include the work in [LMZ10] that considers a two-user setting where collisions
caused by the opportunistic transmissions of the secondary user result in retransmissions by the primary user.

In this chapter, we study the problem of opportunistic cooperation in cognitive networks from a network utility maximization perspective, specifically taking into account the above mentioned higher-layer aspects. To motivate the problem and illustrate the design issues involved, we first consider a simple network consisting of one primary and one secondary user and their respective access points in Sec. 4.2. This can model a practical scenario of recent interest, namely a cognitive femtocell [GBA10, JL10, XL10, SR09], as discussed in Sec. 4.2. We assume that the secondary user can cooperatively transmit with the primary user to increase its transmission success probability. In return, the secondary user can get more opportunities for transmitting its own data when the primary user is idle. We formulate the problem of maximizing the secondary user throughput subject to time average power constraints in Sec. 4.2.2. Unlike most of the prior work on resource allocation in cognitive radio networks, the evolution of the system state for this problem depends on the control actions taken by the secondary user. Here, the system state refers to the channel occupancy state of the primary user. Because of this dependence, the greedy "drift-plus-penalty" minimization technique of Lyapunov optimization [GNT06] that we used in Chapters 2 and 3 is no longer optimal. Such problems are typically tackled using Markov Decision Theory and dynamic programming [Alt99, Ber07]. For example, [LMZ10] uses these tools to derive structural results on optimal channel access strategies in a similar two-user setting where collisions caused by the opportunistic transmissions of the secondary user cause the primary user to retransmit its packets. However,
this approach requires either extensive knowledge of the dynamics of the underlying network state (such as state transition probabilities) or learning based approaches that suffer from large convergence times.

Instead, in Sec. 4.3, we use the recently developed framework of maximizing the ratio of the expected total reward over the expected length of a renewal frame [LN10, Nee10a, Nee10b] to design a control algorithm. This framework extends the classical Lyapunov optimization method [GNT06] to tackle a more general class of MDP problems where the system evolves over renewals and where the length of a renewal frame can be affected by the control decisions during that period. The resulting solution has the following structure: Rather than minimizing a "drift-plus-penalty" term every slot, it minimizes a "drift-plus-penalty ratio" over each renewal frame. This can be achieved by solving a sequence of unconstrained stochastic shortest path (SSP) problems and implementing the solution over every renewal frame.

While solving such SSP problems can be simpler than the original constrained MDP, it may still require knowledge of the dynamics of the underlying network state. Learning based techniques for solving such problems by sampling from the past observations have been considered in [Nee09]. However, these may suffer from large convergence times. Remarkably, in Sec. 4.4, we show that for our problem, the "drift-plus-penalty ratio" method results in an online control algorithm that does not require any knowledge of the network dynamics or explicit learning, yet is optimal. In this respect, it is similar to the traditional greedy "drift-plus-penalty" minimizing algorithms of Chapters 2 and 3. We then extend the basic model to incorporate multiple secondary users as well as time-varying channels in Sec. 4.6. Finally, we present simulation results in Sec. 4.7.


Figure 4.1: Example femtocell network with primary and secondary users.

### 4.2 Basic Model

We consider a network with one primary user (PU), one secondary user (SU) and their respective base stations (BS). The primary user is the licensed owner of the channel while the secondary user tries to send its own data opportunistically when the channel is not being used by the primary user. This model can capture a femtocell scenario where the primary user is a legacy mobile user that communicates with the macro base station over licensed spectrum (Fig. 4.1). The secondary user is the femtocell user that does not have any licensed spectrum of its own and tries to send data opportunistically to the femtocell base station over any vacant licensed spectrum. Similar models of cooperative cognitive radio networks have been considered in [SBNS07, $\mathrm{SSS}^{+} 08, \mathrm{ZZ} 09$, KLTM09, RE10]. This can also model a single server queueing system with two classes of arrivals where one class has a strictly higher priority over the other class.

We consider a time-slotted model. We assume that the system operates over a framebased structure. Specifically, the timeline can be divided into successive non-overlapping


Figure 4.2: Frame-based structure of the problem under consideration. Each frame consists of two periods: PU Idle and PU Busy.
frames of duration $T[k]$ slots where $k \in\{1,2,3, \ldots\}$ represents the frame number (see Fig. 4.2). The start time of frame $k$ is denoted by $t_{k}$ with $t_{1}=0$. The length of frame $k$ is given by $T[k] \triangleq t_{k+1}-t_{k}$. For each $k$, the frame length $T[k]$ is a random function of the control decisions taken during that frame. Each frame can be further divided into two periods: PU Idle and PU Busy. The "PU Idle" period corresponds to the slots when the primary user does not have any packet to send to its base station and is idle. The "PU Busy" period corresponds to the slots when the primary user is transmitting its packets to its base station over the licensed spectrum. As shown in Fig. 4.2, every frame starts with the "PU Idle" period which is followed by the "PU Busy" period and ends when the primary user becomes idle again. In the basic model, we assume that the primary user receives new packets every slot according to an i.i.d. Bernoulli arrival process $A_{p u}(t)$ with rate $\lambda_{p u}$ packets/slot. This means that the length of the "PU Idle" period of any frame is a geometric random variable with parameter $\lambda_{p u}$. However, the length of the "PU Busy" period depends on the secondary user control decisions as discussed below.

In any slot $t$, if the primary user has a non-zero queue backlog, it transmits one packet to its base station. We assume that the transmission of each packet takes one slot. If the transmission is successful, the packet is removed from the primary user
queue. However, if the transmission fails, the packet is retained in the queue for future retransmissions. The secondary user cannot transmit its packets when the channel is being used by the primary user. It can transmit its packets only during the "PU Idle" period of the frame and must stop its transmission whenever the primary user becomes active again. However, the secondary user can transmit cooperatively with the primary user in the "PU Busy" period to increase its transmission success probability. This has the effect of decreasing the expected length of the "PU Busy" period. In order to cooperate, the secondary user must allocate its power resources to help relay the primary user packet. This cooperation can take place in several ways depending on the cooperative protocol being used (see [KLTM09] for some examples). In this simple model, these details are captured by the resulting probability of successful transmission.

The reason why the secondary user may want to cooperate is because this can potentially increase the number of time slots in the future in which the primary user does not have any data to send as compared to a non-cooperative strategy. This can create more opportunities for the secondary user to transmit its own packets. However, note that the trivial strategy of cooperating whenever possible may lead to a scenario where the secondary user does not have enough power for its own data transmission. Thus, the secondary user needs to decide whether it should cooperate or not considering these two opposing factors.

The probability of a successful primary transmission depends on the control actions such as power allocation and cooperative transmission decisions by the secondary user. This is discussed in detail in the next section. In this model, we assume that the network
controller cannot control the primary user actions. However, it can control the secondary user decisions on cooperation and the associated power allocation.

### 4.2.1 Control Decisions and Queueing Dynamics

Let $Q_{p u}(t), Q_{s u}(t) \in\{0,1,2, \ldots\}$ represent the primary and secondary user queues respectively in slot $t$. New packets arrive at the secondary user according to an i.i.d. process $A_{s u}(t)$ of rate $\lambda_{s u}$ packets/slot respectively. We assume that there exists a finite constant $A_{\max }$ such that $A_{s u}(t) \leq A_{\max }$ for all $t$. Every slot, an admission control decision determines $R_{s u}(t)$, the number of new packets to admit into the secondary user queue. Further, every slot, depending on whether the primary user is busy or idle, resource allocation decisions are made as follows. When $Q_{p u}(t)>0$, this represents the secondary user decision on cooperative transmission and the corresponding power allocation $P_{s u}(t)$. When $Q_{p u}(t)=0$, this corresponds to the secondary user decision on its own transmission and the corresponding power allocation $P_{s u}(t)$.

We assume that in each slot, the secondary user can choose its power allocation $P_{s u}(t)$ from a set $\mathcal{P}$ of possible options. Further, this power allocation is subject to a long-term average power constraint $P_{\text {avg }}$ and an instantaneous peak power constraint $P_{\max }$. For example, $\mathcal{P}$ may contain only two options $\left\{0, P_{\max }\right\}$ which represents "Remain Idle" and "Cooperate/Transmit at Full Power". As another example, $\mathcal{P}=\left[0, P_{\text {max }}\right]$ such that $P_{s u}(t)$ can take any value between 0 and $P_{\text {max }}$.

Suppose the primary user is active in slot $t$ and the secondary user allocates power $P(t)$ for cooperative transmission. Then the random success/failure outcome of the primary transmission is given by an indicator variable $\mu_{p u}(P(t))$ and the success probability is
given by $\phi(P(t))=\mathbb{E}\left\{\mu_{p u}(P(t))\right\}$. The function $\phi(P)$ is known to the network controller and is assumed to be non-decreasing in $P$. However, the value of the random outcome $\mu_{p u}(P(t))$ may not be known beforehand. Note that setting $P(t)=0$ corresponds to a non-cooperative transmission and the success probability for this case becomes $\phi(0)$ and we denote this by $\phi_{n c}$. Likewise, we denote $\phi\left(P_{\max }\right)$ by $\phi_{c}$. Thus, $\phi_{n c} \leq \phi(P(t)) \leq \phi_{c}$ for all $P(t) \in \mathcal{P}$.

We assume that $\lambda_{p u}$ is such that it can be supported even when the secondary user never cooperates, i.e., $\lambda_{p u}<\phi_{n c}$. This means that the primary user queue is stable even if there is no cooperation. Further, for all $k$, the frame length $T[k] \geq 1$ and there exist finite constants $T_{\min }, T_{\max }$ such that under all control policies, we have:

$$
1 \leq T_{\min } \leq \mathbb{E}\{T[k]\} \leq T_{\max }
$$

Specifically, $T_{\min }$ can be chosen to be the expected frame length when the secondary user always cooperates with full power while $T_{\max }$ can be chosen to be the expected frame length when the secondary user never cooperates. Using Little's Theorem, we have that: $\frac{T_{\min }}{T_{\min }+1 / \lambda_{p u}}=\frac{\lambda_{p u}}{\phi_{c}}$. Similarly, we have: $\frac{T_{\max }}{T_{\max }+1 / \lambda_{p u}}=\frac{\lambda_{p u}}{\phi_{n c}}$.

Using these, we have:

$$
\begin{equation*}
T_{\min } \triangleq \frac{\phi_{c}}{\left(\phi_{c}-\lambda_{p u}\right) \lambda_{p u}}, \quad T_{\max } \triangleq \frac{\phi_{n c}}{\left(\phi_{n c}-\lambda_{p u}\right) \lambda_{p u}} \tag{4.1}
\end{equation*}
$$

Finally, there exists a finite constant $D$ such that the expectation of the second moment of a frame size, $\mathbb{E}\left\{T^{2}[k]\right\}$, satisfies the following for all $k$, regardless of the policy:

$$
\begin{equation*}
\mathbb{E}\left\{T^{2}[k]\right\} \leq D \tag{4.2}
\end{equation*}
$$

This follows from the assumption that the primary user queue is stable even if there is no cooperation. In Appendix C.3, we exactly compute such a $D$ that satisfies (4.2).

When the primary user is idle in slot $t$ and the secondary user allocates power $P(t)$ for its own transmission, it gets a service rate given by $\mu_{s u}(P(t))$. This can represent the success probability of a secondary transmission for a Bernoulli service process. This can also be used to model more general service processes. We assume that there exists a finite constant $\mu_{\max }$ such that $\mu_{s u}(P) \leq \mu_{\max }$ for all $P \in \mathcal{P}$.

Given these control decisions, the primary and secondary user queues evolve as follows:

$$
\begin{align*}
Q_{p u}(t+1) & =\max \left[Q_{p u}(t)-\mu_{p u}(P(t)), 0\right]+A_{p u}(t)  \tag{4.3}\\
Q_{s u}(t+1) & =\max \left[Q_{s u}(t)-\mu_{s u}(P(t)), 0\right]+R_{s u}(t) \tag{4.4}
\end{align*}
$$

where $R_{s u}(t) \leq A_{s u}(t)$.

### 4.2.2 Control Objective

Consider any control algorithm that makes admission control decision $R_{s u}(t)$ and power allocation $P_{s u}(t)$ every slot subject to the constraints described in Sec. 4.2.1. Note that
if the primary queue backlog $Q_{p u}(t)>0$, then this power is used for cooperative transmission with the primary user. If $Q_{p u}(t)=0$, then this power is used for the secondary user's own transmission. Define the following time-averages under this algorithm:

$$
\bar{R}_{s u} \triangleq \lim _{t \rightarrow \infty} \frac{1}{t} \sum_{\tau=0}^{t-1} \mathbb{E}\left\{R_{s u}(\tau)\right\}, \bar{P}_{s u} \triangleq \lim _{t \rightarrow \infty} \frac{1}{t} \sum_{\tau=0}^{t-1} \mathbb{E}\left\{P_{s u}(\tau)\right\}, \bar{\mu}_{s u} \triangleq \lim _{t \rightarrow \infty} \frac{1}{t} \sum_{\tau=0}^{t-1} \mathbb{E}\left\{\mu_{s u}(\tau)\right\}
$$

where the expectations above are with respect to the potential randomness of the control algorithm. Assuming for the time being that these limits exist, our goal is to design a joint admission control and power allocation policy that maximizes the throughput of the secondary user subject to its average and peak power constraints and the scheduling constraints imposed by the basic model. Formally, this can be stated as a stochastic optimization problem as follows:

$$
\begin{array}{ll}
\text { Maximize: } & \bar{R}_{s u} \\
\text { Subject to: } & 0 \leq R_{s u}(t) \leq A_{s u}(t) \forall t \\
& P_{s u}(t) \in \mathcal{P} \forall t \\
& \bar{R}_{s u} \leq \bar{\mu}_{s u} \\
& \bar{P}_{s u} \leq P_{\text {avg }} \tag{4.5}
\end{array}
$$

It will be useful to define the primary queue backlog $Q_{p u}(t)$ as the "state" for this control problem. This is because the state of this queue (being zero or nonzero) affects the control options as described before. Note that the control decisions on cooperation affect the dynamics of this queue. Therefore, problem (4.5) is an instance of a constrained

Markov decision problem [Alt99]. It is well known that in order to obtain an optimal control policy, it is sufficient to consider only the class of stationary, randomized policies that take control actions only as a function of the current system state (and independent of past history). A general control policy in this class is characterized by a stationary probability distribution over the control action set for each system state. Let $v^{*}$ denote the optimal value of the objective in (4.5). Then using standard results on constrained Markov Decision problems [Alt99, Put05, BT96, Mey08], we have the following:

Lemma 2 (Optimal Stationary, Randomized Policy): There exists a stationary, randomized policy STAT that takes control decisions $R_{s u}^{s t a t}(t), P_{s u}^{s t a t}(t)$ every slot purely as a (possibly randomized) function of the current state $Q_{p u}(t)$ while satisfying the constraints $R_{s u}^{s t a t}(t) \leq A_{s u}(t), P_{s u}^{s t a t}(t) \in \mathcal{P}$ for all $t$ and provides the following guarantees:

$$
\begin{align*}
& \bar{R}_{s u}^{s t a t}=v^{*}  \tag{4.6}\\
& \bar{R}_{s u}^{s t a t} \leq \bar{\mu}_{s u}^{s t a t}  \tag{4.7}\\
& \bar{P}_{s u}^{s t a t} \leq P_{a v g} \tag{4.8}
\end{align*}
$$

where $\bar{R}_{s u}^{s t a t}, \bar{\mu}_{s u}^{s t a t}, \bar{P}_{s u}^{s t a t}$ denote the time-averages under this policy.

We note that the conventional techniques to solve (4.5) that are based on dynamic programming [Ber07] require either extensive knowledge of the system dynamics or learning based approaches that suffer from large convergence times. Motivated by the recently developed extension to the technique of Lyapunov optimization in [LN10,Nee10a,Nee10b], we take an different approach to this problem in the next section.

### 4.3 Solution Using The "Drift-plus-Penalty" Ratio Method

Recall that the start of the $k^{\text {th }}$ frame, $t_{k}$, is defined as the first slot when the primary user becomes idle after the "PU Busy" period of the $(k-1)^{t h}$ frame. Let $Q_{s u}\left(t_{k}\right)$ denote the secondary user queue backlog at time $t_{k}$. Also let $P_{s u}(t)$ be the power expenditure incurred by the secondary user in slot $t$. For notational convenience, in the following we will denote $\mu_{s u}\left(P_{s u}(t)\right)$ by $\mu_{s u}(t)$ noting the dependence on $P_{s u}(t)$ is implicit. Then the queueing dynamics of $Q_{s u}\left(t_{k}\right)$ satisfies the following:

$$
\begin{equation*}
Q_{s u}\left(t_{k+1}\right) \leq \max \left[Q_{s u}\left(t_{k}\right)-\sum_{t=t_{k}}^{t_{k+1}-1} \mu_{s u}(t), 0\right]+\sum_{t=t_{k}}^{t_{k+1}-1} R_{s u}(t) \tag{4.9}
\end{equation*}
$$

where $R_{s u}(t)$ denotes the number of new packets admitted in slot $t$ and $t_{k+1}$ denotes the start of the $(k+1)^{t h}$ frame. The above expression has an inequality because it may be possible to serve the packets admitted in the $k^{\text {th }}$ frame during that frame itself.

In order to meet the time average power constraint, we make use of a virtual power queue $X_{s u}\left(t_{k}\right)$ which evolves over frames as follows:

$$
\begin{equation*}
X_{s u}\left(t_{k+1}\right)=\max \left[X_{s u}\left(t_{k}\right)-T[k] P_{\text {avg }}+\sum_{t=t_{k}}^{t_{k+1}-1} P_{s u}(t), 0\right] \tag{4.10}
\end{equation*}
$$

where $T[k]=t_{k+1}-t_{k}$ is the length of the $k^{t h}$ frame. Recall that $T[k]$ is a (random) function of the control decisions taken during the $k^{t h}$ frame.

In order to construct an optimal dynamic control policy, we use the technique of [LN10, Nee10a, Nee10b] where a ratio of "drift-plus-penalty" is maximized over every
frame. Specifically, let $\boldsymbol{Q}\left(t_{k}\right)=\left(Q_{s u}\left(t_{k}\right), X_{s u}\left(t_{k}\right)\right)$ denote the queueing state of the system at the start of the $k^{\text {th }}$ frame. As a measure of the congestion in the system, we use a Lyapunov function $L\left(\boldsymbol{Q}\left(t_{k}\right)\right) \triangleq \frac{1}{2}\left[Q_{s u}^{2}\left(t_{k}\right)+X_{s u}^{2}\left(t_{k}\right)\right]$. Define the drift $\Delta\left(t_{k}\right)$ as the conditional expected change in $L\left(\boldsymbol{Q}\left(t_{k}\right)\right)$ over the frame $k$ :

$$
\begin{equation*}
\Delta\left(t_{k}\right) \triangleq \mathbb{E}\left\{L\left(\boldsymbol{Q}\left(t_{k+1}\right)\right)-L\left(\boldsymbol{Q}\left(t_{k}\right)\right) \mid \boldsymbol{Q}\left(t_{k}\right)\right\} \tag{4.11}
\end{equation*}
$$

Then, using (4.9) and (4.10), we can bound $\Delta\left(t_{k}\right)$ as follows:

$$
\begin{align*}
& \Delta\left(t_{k}\right) \leq B-Q_{s u}\left(t_{k}\right) \mathbb{E}\left\{\sum_{t=t_{k}}^{t_{k+1}-1}\left[\mu_{s u}(t)-R_{s u}(t)\right] \mid \boldsymbol{Q}\left(t_{k}\right)\right\} \\
&-X_{s u}\left(t_{k}\right) \mathbb{E}\left\{T[k] P_{\text {avg }}-\sum_{t=t_{k}}^{t_{k+1}-1} P_{s u}(t) \mid \boldsymbol{Q}\left(t_{k}\right)\right\} \tag{4.12}
\end{align*}
$$

where $B$ is a finite constant that satisfies the following for all $k$ and $\boldsymbol{Q}\left(t_{k}\right)$ under any control algorithm:

$$
B \geq \frac{1}{2} \mathbb{E}\left\{\left(\sum_{t=t_{k}}^{t_{k+1}-1} \mu_{s u}(t)\right)^{2}+\left(\sum_{t=t_{k}}^{t_{k+1}-1} R_{s u}(t)\right)^{2}+\left(\sum_{t=t_{k}}^{t_{k+1}-1} P_{s u}(t)-T[k] P_{\text {avg }}\right)^{2} \mid \boldsymbol{Q}\left(t_{k}\right)\right\}
$$

Using the fact that $\mu_{s u}(t) \leq \mu_{\max }, P_{s u}(t) \leq P_{\max }$ for all $t$, and using the fact (4.2), it follows that choosing $B$ as follows satisfies the above:

$$
\begin{equation*}
B=\frac{D\left[\mu_{\max }^{2}+A_{\max }^{2}+\left(P_{\max }-P_{\text {avg }}\right)^{2}\right]}{2} \tag{4.13}
\end{equation*}
$$

Adding a penalty term $-V \mathbb{E}\left\{\sum_{t=t_{k}}^{t_{k+1}-1} R_{s u}(t) \mid \boldsymbol{Q}\left(t_{k}\right)\right\}$ (where $V>0$ is a control parameter that affects a utility-delay trade-off as shown in Theorem 5) to both sides and rearranging yields:

$$
\begin{align*}
& \Delta\left(t_{k}\right)-V \mathbb{E}\left\{\sum_{t=t_{k}}^{t_{k+1}-1} R_{s u}(t) \mid \boldsymbol{Q}\left(t_{k}\right)\right\} \leq B+\left(Q_{s u}\left(t_{k}\right)-V\right) \mathbb{E}\left\{\sum_{t=t_{k}}^{t_{k+1}-1} R_{s u}(t) \mid \boldsymbol{Q}\left(t_{k}\right)\right\} \\
& -X_{s u}\left(t_{k}\right) \mathbb{E}\left\{T[k] P_{\text {avg }} \mid \boldsymbol{Q}\left(t_{k}\right)\right\}-\mathbb{E}\left\{\sum_{t=t_{k}}^{t_{k+1}-1}\left(Q_{s u}\left(t_{k}\right) \mu_{s u}(t)-X_{s u}\left(t_{k}\right) P_{s u}(t)\right) \mid \boldsymbol{Q}\left(t_{k}\right)\right\} \tag{4.14}
\end{align*}
$$

Minimizing the ratio of an upper bound on the right hand side of the above expression and the expected frame length over all control options leads to the following Frame-Based-Drift-Plus-Penalty-Algorithm. In each frame $k \in\{1,2,3, \ldots\}$, do the following:

1. Admission Control: For all $t \in\left\{t_{k}, t_{k}+1, \ldots, t_{k+1}-1\right\}$, choose $R_{s u}(t)$ as follows:

$$
R_{s u}(t)= \begin{cases}A_{s u}(t) & \text { if } Q_{s u}(t) \leq V  \tag{4.15}\\ 0 & \text { else }\end{cases}
$$

2. Resource Allocation: Choose a policy that maximizes the following ratio:

$$
\begin{equation*}
\frac{\mathbb{E}\left\{\sum_{t=t_{k}}^{t_{k+1}-1}\left(Q_{s u}\left(t_{k}\right) \mu_{s u}(t)-X_{s u}\left(t_{k}\right) P_{s u}(t)\right) \mid \boldsymbol{Q}\left(t_{k}\right)\right\}}{\mathbb{E}\left\{T[k] \mid \boldsymbol{Q}\left(t_{k}\right)\right\}} \tag{4.16}
\end{equation*}
$$

Specifically, every slot $t$ of the frame, the policy observes the queue values $Q_{s u}\left(t_{k}\right)$ and $X_{s u}\left(t_{k}\right)$ at the beginning of the frame and selects a secondary user power $P_{s u}(t)$ subject to the constraint $P_{s u}(t) \in \mathcal{P}$ and the constraint on transmitting
own data vs. cooperation depending on whether slot $t$ is in the "PU Idle" or "PU Busy" period of the frame. This is done in such a way that the above frame-based ratio of expectations is maximized. Recall that the frame size $T[k]$ is influenced by the policy through the success probabilities that are determined by secondary user power selections. Further recall that these success probabilities are different during the "PU Idle" and "PU Busy" periods of the frame. An explicit policy that maximizes this expectation is given in the next section.
3. Queue Update: After implementing this policy, update the queues as in (4.4) and (4.10).

From the above, it can be seen that the admission control part (4.15) is a simple threshold-based decision that does not require any knowledge of the arrival rates $\lambda_{s u}$ or $\lambda_{p u}$. In the next section, we present an explicit solution to the maximizing policy for the resource allocation in (4.16) and show that, remarkably, it also does not require knowledge of $\lambda_{s u}$ or $\lambda_{p u}$ and can be computed easily. We will then analyze the performance of the Frame-Based-Drift-Plus-Penalty-Algorithm in Sec. 4.5.

### 4.4 The Maximizing Policy of (4.16)

The policy that maximizes (4.16) uses only two numbers that we call $P_{0}^{*}$ and $P_{1}^{*}$, defined as follows. $P_{0}^{*}$ is given by the solution to the following optimization problem:

> Maximize: $Q_{s u}\left(t_{k}\right) \mu_{s u}\left(P_{0}\right)-X_{s u}\left(t_{k}\right) P_{0}$
> Subject to: $P_{0} \in \mathcal{P}$

Let $\theta^{*} \triangleq Q_{s u}\left(t_{k}\right) \mu_{s u}\left(P_{0}^{*}\right)-X_{s u}\left(t_{k}\right) P_{0}^{*}$ denote the value of the objective of (4.17) under the optimal solution. Then, $P_{1}^{*}$ is given by the solution to the following optimization problem:

$$
\begin{equation*}
\text { Minimize: } \frac{\theta^{*}+X_{s u}\left(t_{k}\right) P_{1}}{\phi\left(P_{1}\right)} \tag{4.18}
\end{equation*}
$$

Subject to: $P_{1} \in \mathcal{P}$

Note that both (4.17) and (4.18) are simple optimization problems in a single variable and can be solved efficiently. Given $P_{0}^{*}$ and $P_{1}^{*}$, on every slot $t$ of frame $k$, the policy that maximizes (4.16) chooses power $P_{\text {su }}(t)$ as follows:

$$
P_{s u}(t)= \begin{cases}P_{0}^{*} & \text { if } Q_{p u}(t)=0  \tag{4.19}\\ P_{1}^{*} & \text { if } Q_{p u}(t)>0\end{cases}
$$

That is, the secondary user uses the constant power $P_{0}^{*}$ for its own transmission during the "PU Idle" period of the frame, and uses constant power $P_{1}^{*}$ for cooperative transmission during all slots of the "PU busy" period of the frame. Note that $P_{0}^{*}$ and $P_{1}^{*}$ can be computed easily based on the weights $Q_{s u}\left(t_{k}\right), X_{s u}\left(t_{k}\right)$ associated with frame $k$, and do not require knowledge of the arrival rates $\lambda_{s u}, \lambda_{p u}$.

Our proof that the above decisions maximize (4.16) has the following parts: First, we show that the decisions that maximize the ratio of expectations in (4.16) are the same as the optimal decisions in an equivalent infinite horizon Markov decision problem (MDP). Next, we show that the solution to the infinite horizon MDP uses fixed power $P_{i}$ for each queue state $Q_{p u}(t)=i$ (for $\left.i \in\{0,1,2, \ldots\}\right)$. Then, we show that $P_{i}$ are the same for
all $i \geq 1$. Finally, we show that the optimal powers $P_{0}^{*}$ and $P_{1}^{*}$ are given as above. The detailed proof is given in the next section.

### 4.4.1 Proof Details

Recall that the Frame-Based-Drift-Plus-Penalty-Algorithm chooses a policy that maximizes the following ratio over every frame $k \in\{1,2,3, \ldots\}$

$$
\begin{equation*}
\frac{\mathbb{E}\left\{\sum_{t=t_{k}}^{t_{k+1}-1}\left(Q_{s u}\left(t_{k}\right) \mu_{s u}(t)-X_{s u}\left(t_{k}\right) P_{s u}(t)\right) \mid \boldsymbol{Q}\left(t_{k}\right)\right\}}{\mathbb{E}\left\{T[k] \mid \boldsymbol{Q}\left(t_{k}\right)\right\}} \tag{4.20}
\end{equation*}
$$

subject to the constraints described in Sec. 4.2. Here we examine how to solve (4.20) in detail. First, define the state $i$ in any slot $t \in\left\{t_{k}, t_{k}+1, \ldots, t_{k+1}-1\right\}$ as the value of the primary user queue backlog $Q_{p u}(t)$ in that slot. Now let $\mathcal{R}$ denote the class of stationary, randomized policies where every policy $r \in \mathcal{R}$ chooses a power allocation $P_{i}(r) \in \mathcal{P}$ in each state $i$ according to a stationary distribution. It can be shown that it is sufficient to only consider policies in $\mathcal{R}$ to maximize (4.20). Now suppose a policy $r \in \mathcal{R}$ is implemented on a recurrent system with fixed $Q_{s u}\left(t_{k}\right)$ and $X_{s u}\left(t_{k}\right)$ and with the same state dynamics as our model. Note that $\mu_{s u}(t)=0$ for all $t$ when the state $i \geq 1$. Then, by basic renewal theory [Gal96], we have that maximizing the ratio in (4.20) is equivalent to the following optimization problem:

$$
\begin{equation*}
\text { Maximize: } Q_{s u}\left(t_{k}\right) \mathbb{E}\left\{\mu_{s u}\left(P_{0}(r)\right)\right\} \pi_{0}(r)-X_{s u}\left(t_{k}\right) \sum_{i \geq 0} \mathbb{E}\left\{P_{i}(r)\right\} \pi_{i}(r) \tag{4.21}
\end{equation*}
$$

Subject to: $r \in \mathcal{R}$


Figure 4.3: Birth-Death Markov Chain over the system state where the system state represents the primary user queue backlog.
where $\pi_{i}(r)$ is the resulting steady-state probability of being in state $i$ in the recurrent system under the stationary, randomized policy $r$ and where the expectations above are with respect to $r$. Note that well-defined steady-state probabilities $\pi_{i}(r)$ exist for all $r \in \mathcal{R}$ because we have assumed that $\lambda_{p u}<\phi_{n c}$ so that even if no cooperation is used, the primary queue is stable and the system is recurrent. Thus, solving (4.20) is equivalent to solving the unconstrained time average maximization problem (4.21) over the class of stationary, randomized policies. Note that (4.21) is an infinite horizon Markov decision problem (MDP) over the state space $i \in\{0,1,2, \ldots\}$. We study this problem in the following.

Consider the optimal stationary, randomized policy that maximizes the objective in (4.21). Let $\chi_{i}$ denote the probability distribution over $\mathcal{P}$ that is used by this policy to choose a power allocation $P_{i}$ in state $i$. Let $\mu_{i}$ denote the resulting effective probability of successful primary transmission in state $i \geq 1$. Then we have that $\mu_{i}=\mathbb{E}_{\chi_{i}}\left\{\phi\left(P_{i}\right)\right\}$ where $\phi\left(P_{i}\right)$ denotes the probability of successful transmission in state $i$ when the secondary user spends power $P_{i}$ in cooperative transmission with the primary user. Since the system is stable and has a well-defined steady-state distribution, we can write down the detail
equations for the Markov Chain that describes the state transitions of the system as follows (See Fig. 4.3):

$$
\begin{aligned}
\pi_{0} \lambda_{p u} & =\pi_{1}\left(1-\lambda_{p u}\right) \mu_{1} \\
\pi_{i} \lambda_{p u}\left(1-\mu_{i}\right) & =\pi_{i+1}\left(1-\lambda_{p u}\right) \mu_{i+1} \quad \forall i \geq 1
\end{aligned}
$$

where $\pi_{i}$ denotes the steady-state probability of being in state $i$ under this policy. Summing over all $i$ yields:

$$
\begin{equation*}
\lambda_{p u}=\sum_{i \geq 1} \pi_{i} \mu_{i} \tag{4.22}
\end{equation*}
$$

The average power incurred in cooperative transmissions under this policy is given by:

$$
\begin{equation*}
\bar{P}=\sum_{i \geq 1} \pi_{i} \mathbb{E}_{\chi_{i}}\left\{P_{i}\right\} \tag{4.23}
\end{equation*}
$$

Now consider an alternate stationary policy that uses the following fixed distribution $\chi^{\prime}$ for choosing control action $P^{\prime}$ in all states $i \geq 1$ :

$$
\chi^{\prime} \triangleq \begin{cases}\chi_{1} & \text { with probability }  \tag{4.24}\\ \frac{\pi_{1}}{\sum_{j \geq 1} \pi_{j}} \\ \chi_{2} & \text { with probability } \\ \frac{\pi_{2}}{\sum_{j \geq 1} \pi_{j}} \\ \vdots & \\ \chi_{i} & \text { with probability } \\ \frac{\pi_{i}}{\sum_{j \geq 1} \pi_{j}} \\ \vdots & \end{cases}
$$

Let $\mu^{\prime}$ denote the resulting effective probability of a successful primary transmission in any state $i \geq 1$. Note that this is same for all states by the definition (4.24). Then, we have that:

$$
\begin{equation*}
\mu^{\prime}=\sum_{i \geq 1} \mu_{i} \frac{\pi_{i}}{\sum_{j \geq 1} \pi_{j}} \tag{4.25}
\end{equation*}
$$

Let $\pi_{i}^{\prime}$ denote the steady-state probability of being in state $i$ under this alternate policy. Note that the system is stable under this alternate policy as well. Thus, using the detail equations for the Markov Chain that describes the state transitions of the system under this policy yields

$$
\begin{equation*}
\lambda_{p u}=\sum_{k \geq 1} \pi_{k}^{\prime} \mu^{\prime}=\sum_{k \geq 1} \pi_{k}^{\prime}\left(\sum_{i \geq 1} \mu_{i} \frac{\pi_{i}}{\sum_{j \geq 1} \pi_{j}}\right)=\sum_{k \geq 1} \pi_{k}^{\prime}\left(\frac{\sum_{i \geq 1} \mu_{i} \pi_{i}}{\sum_{j \geq 1} \pi_{j}}\right)=\sum_{k \geq 1} \pi_{k}^{\prime}\left(\frac{\lambda_{p u}}{\sum_{j \geq 1} \pi_{j}}\right) \tag{4.26}
\end{equation*}
$$

where we used (4.22) in the last step. This implies that $\sum_{k \geq 1} \pi_{k}^{\prime}=\sum_{j \geq 1} \pi_{j}$ and therefore $\pi_{0}^{\prime}=\pi_{0}$. Also, the average power incurred in cooperative transmissions under this alternate policy is given by:

$$
\begin{equation*}
\bar{P}^{\prime}=\sum_{k \geq 1} \pi_{k}^{\prime} \mathbb{E}_{\chi^{\prime}}\left\{P^{\prime}\right\}=\sum_{k \geq 1} \pi_{k}^{\prime}\left(\sum_{i \geq 1} \mathbb{E}_{\chi_{i}}\left\{P_{i}\right\} \frac{\pi_{i}}{\sum_{j \geq 1} \pi_{j}}\right)=\sum_{k \geq 1} \pi_{k}^{\prime}\left(\frac{\bar{P}}{\sum_{j \geq 1} \pi_{j}}\right)=\bar{P} \tag{4.27}
\end{equation*}
$$

where we used (4.23) in the second last step and $\sum_{k \geq 1} \pi_{k}^{\prime}=\sum_{j \geq 1} \pi_{j}$ in the last step.

Thus, if we choose $\chi^{\prime}=\chi_{0}$ in state $i=0$ and choose $\chi^{\prime}$ as defined in (4.24) in all other states, it can be seen that the alternate policy achieves the same time average value of the objective (4.21) as the optimal policy. This implies that to maximize (4.21), it is
sufficient to optimize over the class of stationary policies that use the same distribution for choosing $P_{i}$ for all states $i \geq 1$. Denote this class by $\mathcal{R}^{\prime}$. Then for all $i>1$, we have that $\mathbb{E}\left\{P_{i}(r)\right\}=\mathbb{E}\left\{P_{1}(r)\right\}$ for all $r \in \mathcal{R}^{\prime}$. Using this and the fact that $1-\pi_{0}(r)=\sum_{i \geq 1} \pi_{i}(r)$, (4.21) can be simplified as follows:

$$
\begin{align*}
& \text { Max: }\left[Q_{s u}\left(t_{k}\right) \mathbb{E}\left\{\mu_{s u}\left(P_{0}(r)\right)\right\}-X_{s u}\left(t_{k}\right) \mathbb{E}\left\{P_{0}(r)\right\}\right] \pi_{0}(r)-X_{s u}\left(t_{k}\right) \mathbb{E}\left\{P_{1}(r)\right\}\left(1-\pi_{0}(r)\right) \\
& \text { Subject to: } r \in \mathcal{R}^{\prime} \tag{4.28}
\end{align*}
$$

where $\pi_{0}(r)$ is the resulting steady-state probability of being in state 0 and where $\mathbb{E}\left\{P_{1}(r)\right\}$ is the average power incurred in cooperative transmission in state $i=1$ (same for all states $i \geq 1$. Next, note that the control decisions taken by the secondary user in state $i=0$ do not affect the length of the frame and therefore $\pi_{0}(r)$. Further, the expectations can be removed. Therefore the first term in the problem above can be maximized separately as follows:

$$
\begin{align*}
& \text { Maximize: } Q_{s u}\left(t_{k}\right) \mu_{s u}\left(P_{0}\right)-X_{s u}\left(t_{k}\right) P_{0} \\
& \text { Subject to: } P_{0} \in \mathcal{P} \tag{4.29}
\end{align*}
$$

This is the same as (4.17). Let $P_{0}^{*}$ denote the optimal solution to (4.29) and let $\theta^{*}=$ $Q_{s u}\left(t_{k}\right) \mu_{s u}\left(P_{0}^{*}\right)-X_{s u}\left(t_{k}\right) P_{0}^{*}$ denote the value of the objective of (4.29) under the optimal
solution. Note that we must have that $\theta^{*} \geq 0$ because the value of the objective when the secondary user chooses $P_{0}=0$ (i.e., stays idle) is 0 . Then, (4.28) can be written as:

$$
\begin{align*}
& \text { Maximize: } \theta^{*} \pi_{0}(r)-X_{s u}\left(t_{k}\right) \mathbb{E}\left\{P_{1}(r)\right\}\left(1-\pi_{0}(r)\right) \\
& \text { Subject to: } r \in \mathcal{R}^{\prime} \tag{4.30}
\end{align*}
$$

The effective probability of a successful primary transmission in any state $i \geq 1$ is given by $\mathbb{E}\left\{\phi\left(P_{1}(r)\right)\right\}$. Using Little's Theorem, we have $\pi_{0}(r)=1-\frac{\lambda_{p u}}{\mathbb{E}\left\{\phi\left(P_{1}(r)\right)\right\}}$. Using this and rearranging the objective in (4.30) and ignoring the constant terms, we have the following equivalent problem:

$$
\text { Minimize: } \frac{\theta^{*}+X_{s u}\left(t_{k}\right) \mathbb{E}\left\{P_{1}(r)\right\}}{\mathbb{E}\left\{\phi\left(P_{1}(r)\right)\right\}}
$$

$$
\begin{equation*}
\text { Subject to: } r \in \mathcal{R}^{\prime} \tag{4.31}
\end{equation*}
$$

It can be shown that it is sufficient to consider only deterministic power allocations to solve (4.31) (see, for example, [Nee10b, Section 7.3.2]). This yields the following problem:

$$
\begin{align*}
& \text { Minimize: } \frac{\theta^{*}+X_{s u}\left(t_{k}\right) P_{1}}{\phi\left(P_{1}\right)} \\
& \text { Subject to: } P_{1} \in \mathcal{P} \tag{4.32}
\end{align*}
$$

This is the same as (4.18). Note that solving this problem does not require knowledge of $\lambda_{p u}$ or $\lambda_{s u}$ and can be solved easily for general power allocation options $\mathcal{P}$. We present an example that admits a particularly simple solution to this problem.

Suppose $\mathcal{P}=\left\{0, P_{\max }\right\}$ so that the secondary user can either cooperate with full power $P_{\max }$ or not cooperate (with power expenditure 0) with the primary user. Then, the optimal solution to (4.32) can be calculated by comparing the value of its objective for $P_{1} \in\left\{0, P_{\max }\right\}$. This yields the following simple threshold-based rule:

$$
P_{1}^{*}= \begin{cases}0 & \text { if } X_{s u}\left(t_{k}\right) \geq \frac{\theta^{*}\left(\phi_{c}-\phi_{n c}\right)}{P_{\max } \phi_{n c}}  \tag{4.33}\\ P_{\max } & \text { else }\end{cases}
$$

We also note that this threshold can be computed without any knowledge of the input rates $\lambda_{p u}, \lambda_{s u}$.

To summarize, the overall solution to (4.16) is given by the pair $\left(P_{0}^{*}, P_{1}^{*}\right)$ where $P_{0}^{*}$ denotes the power allocation used by the secondary user for its own transmission when the primary user is idle and $P_{1}^{*}$ denotes the power used by the secondary user for cooperative transmission. Note that these values remain fixed for the entire duration of frame $k$. However, these can change from one frame to another depending on the values of the queues $Q_{s u}\left(t_{k}\right), X_{s u}\left(t_{k}\right)$. The computation of $\left(P_{0}^{*}, P_{1}^{*}\right)$ can be carried out using a two-step process as follows:

1. First, compute $P_{0}^{*}$ by solving problem (4.29). Let $\theta^{*}$ be the value of the objective of (4.29) under the optimal solution $P_{0}^{*}$.
2. Then compute $P_{1}^{*}$ by solving problem (4.32).

It is interesting to note that in order to implement this algorithm, the secondary user does not require knowledge of the current queue backlog value of the primary user. Rather, it only needs to know the values of its own queues and whether the current slot
is in the "PU Idle" or "PU Busy" part of the frame. This is quite different from the conventional solution to the MDP (4.5) which is typically a different randomized policy for each value of the state (i.e., the primary queue backlog).

### 4.5 Performance Analysis

To analyze the performance of the Frame-Based-Drift-Plus-Penalty-Algorithm, we compare its Lyapunov drift with that of the optimal stationary, randomized policy STAT of Lemma 2. First, note that by basic renewal theory [Gal96], the performance guarantees provided by $S T A T$ hold over every frame $k \in\{1,2,3, \ldots\}$. Specifically, let $t_{k}$ be the start of the $k^{\text {th }}$ frame. Suppose STAT is implemented over this frame. Then the following hold:

$$
\begin{align*}
& \mathbb{E}\left\{\sum_{t=t_{k}}^{\hat{t}_{k+1}-1} R_{s u}^{s t a t}(t)\right\}=\mathbb{E}\{\hat{T}[k]\} v^{*}  \tag{4.34}\\
& \mathbb{E}\left\{\sum_{t=t_{k}}^{\hat{t}_{k+1}-1} R_{s u}^{s t a t}(t)\right\} \leq \mathbb{E}\left\{\sum_{t=t_{k}}^{\hat{t}_{k+1}-1} \mu_{s u}^{s t a t}(t)\right\}  \tag{4.35}\\
& \mathbb{E}\left\{\sum_{t=t_{k}}^{\hat{t}_{k+1}-1} P_{s u}^{s t a t}(t)\right\} \leq \mathbb{E}\{\hat{T}[k]\} P_{\text {avg }} \tag{4.36}
\end{align*}
$$

where $\hat{t}_{k+1}$ and $\hat{T}[k]$ denote the start of the $(k+1)^{t h}$ frame and the length of the $k^{t h}$ frame, respectively, under the policy $S T A T$. Similarly, $R_{s u}^{s t a t}(t), P_{s u}^{s t a t}(t), \mu_{s u}^{s t a t}(t)$ denote the resource allocation decisions under STAT.

Next, we define an alternate control algorithm $A L T$ that will be useful in analyzing the performance of the Frame-Based-Drift-Plus-Penalty-Algorithm.

Algorithm ALT: In each frame $k \in\{1,2,3, \ldots\}$, do the following:

1. Admission Control: For all $t \in\left\{t_{k}, t_{k}+1, \ldots, t_{k+1}-1\right\}$, choose $R_{s u}(t)$ as follows:

$$
R_{s u}(t)= \begin{cases}A_{s u}(t) & \text { if } Q_{s u}\left(t_{k}\right) \leq V  \tag{4.37}\\ 0 & \text { else }\end{cases}
$$

2. Resource Allocation: Choose a policy that maximizes the following ratio:

$$
\begin{equation*}
\frac{\mathbb{E}\left\{\sum_{t=t_{k}}^{t_{k+1}-1}\left(Q_{s u}\left(t_{k}\right) \mu_{s u}(t)-X_{s u}\left(t_{k}\right) P_{s u}(t)\right) \mid \boldsymbol{Q}\left(t_{k}\right)\right\}}{\mathbb{E}\left\{T[k] \mid \boldsymbol{Q}\left(t_{k}\right)\right\}} \tag{4.38}
\end{equation*}
$$

3. Queue Update: After implementing this policy, update the queues as in (4.9), (4.10).

By comparing with the Frame-Based-Drift-Plus-Penalty-Algorithm, it can be see that this algorithm differs only in the admission control part while the resource allocation decisions are exactly the same. Specifically, under $A L T$, the queue backlog $Q_{s u}\left(t_{k}\right)$ at the start of the $k^{t h}$ frame is used for making admission control decisions for the entire duration of that frame. However, under the Frame-Based-Drift-Plus-Penalty-Algorithm, the queue backlog $Q_{s u}(t)$ at the start of each slot is used for making admission control decisions. Note that since the length of the frame depends only on the resource allocation decisions and they are the same under the two algorithms, it follows that implementing them with the same starting backlog $\boldsymbol{Q}\left(t_{k}\right)$ yields the same frame lengths.

The following lemma compares the value of the second term in the Lyapunov drift bound (4.14) that corresponds to the admission control decisions under these two algorithms. Its proof is given in Appendix C.1.

Lemma 3 Let $R_{s u}^{f a b}(t)$ and $R_{s u}^{a l t}(t)$ denote the admission control decisions made by the Frame-Based-Drift-Plus-Penalty-Algorithm and the ALT algorithm respectively for all $t \in$ $\left\{t_{k}, t_{k}+1, \ldots, t_{k+1}-1\right\}$. Then we have:

$$
\begin{equation*}
\mathbb{E}\left\{\sum_{t=t_{k}}^{t_{k+1}-1}\left(Q_{s u}\left(t_{k}\right)-V\right) R_{s u}^{a l t}(t) \mid \boldsymbol{Q}\left(t_{k}\right)\right\} \geq \mathbb{E}\left\{\sum_{t=t_{k}}^{t_{k+1}-1}\left(Q_{s u}\left(t_{k}\right)-V\right) R_{s u}^{f a b}(t) \mid \boldsymbol{Q}\left(t_{k}\right)\right\}-C \tag{4.39}
\end{equation*}
$$

where $C \triangleq \frac{D\left(A_{\max }+\mu_{\max }\right) A_{\max }}{2}$ is a constant that does not depend on $V$.

We are now ready to characterize the performance of the Frame-Based-Drift-Plus-Penalty-Algorithm.

Theorem 5 (Performance Theorem) Suppose the Frame-Based-Drift-Plus-Penalty-Algorithm is implemented over all frames $k \in\{1,2,3, \ldots\}$ with initial condition $Q_{s u}(0)=0, X_{s u}(0)=$ 0 and with a control parameter $V>0$. Then, we have:

1. The secondary user queue backlog $Q_{s u}(t)$ is upper bounded for all $t$ :

$$
\begin{equation*}
Q_{s u}(t) \leq Q_{\max } \triangleq A_{\max }+V \tag{4.40}
\end{equation*}
$$

2. The virtual power queue $X_{s u}\left(t_{k}\right)$ is mean rate stable, i.e.,

$$
\begin{equation*}
\lim _{K \rightarrow \infty} \frac{\mathbb{E}\left\{X_{s u}\left(t_{K}\right)\right\}}{K}=0 \tag{4.41}
\end{equation*}
$$

Further, we have:

$$
\begin{align*}
& \limsup _{K \rightarrow \infty}\left(\frac{1}{K} \sum_{k=1}^{K} \mathbb{E}\left\{\sum_{t=t_{k}}^{t_{k+1}-1}\left(P_{s u}^{f a b}(t)-P_{a v g}\right)\right\}\right) \leq 0  \tag{4.42}\\
& \limsup _{K \rightarrow \infty} \frac{\frac{1}{K} \sum_{k=1}^{K} \mathbb{E}\left\{\sum_{t=t_{k}}^{t_{k+1}-1} P_{s u}^{f a b}(t)\right\}}{\frac{1}{K} \sum_{k=1}^{K} \mathbb{E}\{T[k]\}} \leq P_{a v g} \tag{4.43}
\end{align*}
$$

3. The time-average secondary user throughput (defined over frames) satisfies the following bound for all $K>0$ :

$$
\begin{equation*}
\frac{\frac{1}{K} \sum_{k=1}^{K} \mathbb{E}\left\{\sum_{t=t_{k}}^{t_{k+1}-1} R_{s u}(t)\right\}}{\frac{1}{K} \sum_{k=1}^{K} \mathbb{E}\{T[k]\}} \geq v^{*}-O(1 / V) \tag{4.44}
\end{equation*}
$$

where $B=\frac{D\left[\mu_{\max }^{2}+A_{\max }^{2}+\left(P_{\max }-P_{\text {avg }}\right)^{2}\right]}{2}$ and $C=\frac{D\left(A_{\max }+\mu_{\max }\right) A_{\max }}{2}$.

Theorem 5 shows that the time-average secondary user throughput can be pushed to within $O(1 / V)$ of the optimal value with a trade-off in the worst case queue backlog. By Little's Theorem, this leads to an $O(1 / V, V)$ utility-delay tradeoff.

Proof 5 Part (1): We argue by induction. First, note that (4.40) holds for $t=0$. Next, suppose $Q_{\text {su }}(t) \leq Q_{\max }$ for some $t>0$. We will show that $Q_{s u}(t+1) \leq Q_{\max }$. We have two cases. First, suppose $Q_{s u}(t) \leq V$. Then, by (4.9), the maximum that $Q_{s u}(t)$ can increase is $A_{\max }$ so that $Q_{s u}(t+1) \leq A_{\max }+V=Q_{\max } . \operatorname{Next}$, suppose $Q_{\text {su }}(t)>V$. Then, the admission control decision (4.15) chooses $R_{s u}(t)=0$. Thus, by (4.9), we have that $Q_{s u}(t+1) \leq Q_{s u}(t) \leq Q_{\max }$ for this case as well. Combining these two cases proves the bound (4.40).

Parts (2) and (3): See Appendix C.2.

### 4.6 Extensions to Basic Model

We consider two extensions to the basic model of Sec. 4.2.

### 4.6.1 Multiple Secondary Users

Consider the scenario with one primary user as before, but with $N>1$ secondary users. The primary user channel occupancy process evolves as before where the secondary users can transmit their own data only when the primary user is idle. However, they may cooperatively transmit with the primary user to increase its transmission success probability. In general, multiple secondary users may cooperatively transmit with the primary in one timeslot. However, for simplicity, here we assume that at most one secondary user can take part in a cooperative transmission per slot. Further, we also assume that at most one secondary user can transmit its data when the primary user is idle.

Our formulation can be easily extended to this scenario. Let $\mathcal{P}_{i}$ denote the set of power allocation options for secondary user $i$. Suppose each secondary user $i$ is subject to average and peak power constraints $P_{\text {avg }, i}$ and $P_{\text {max, } i}$ respectively. Also, let $\phi_{i}(P)$ denote the success probability of the primary transmission when secondary user $i$ spends power $P$ in cooperative transmission. Now consider the objective of maximizing the sum total throughput of the secondary users subject to each user's average and peak
power constraints and the scheduling constraints of the model. In order to apply the "drift-plus-penalty" ratio method, we use the following queues:

$$
\begin{align*}
& Q_{i}\left(t_{k+1}\right) \leq \max \left[Q_{i}\left(t_{k}\right)-\sum_{t=t_{k}}^{t_{k+1}-1} \mu_{i}(t), 0\right]+\sum_{t=t_{k}}^{t_{k+1}-1} R_{i}(t)  \tag{4.45}\\
& X_{i}\left(t_{k+1}\right)=\max \left[X_{i}\left(t_{k}\right)-T[k] P_{a v g, i}+\sum_{t=t_{k}}^{t_{k+1}-1} P_{i}(t), 0\right] \tag{4.46}
\end{align*}
$$

where $Q_{i}\left(t_{k}\right)$ is the queue backlog of secondary user $i$ at the beginning of the $k^{t h}$ frame, $\mu_{i}(t)$ is the service rate of secondary user $i$ in slot $t, R_{i}(t)$ and $P_{i}(t)$ denote the number of new packets admitted and the power expenditure incurred by the secondary user $i$ in slot $t$. Finally, $t_{k+1}$ denotes the start of the $(k+1)^{t h}$ frame and $T[k]=t_{k+1}-t_{k}$ is the length of the $k^{\text {th }}$ frame as before.

Let $\boldsymbol{Q}\left(t_{k}\right)=\left(Q_{1}\left(t_{k}\right), \ldots, Q_{N}\left(t_{k}\right), X_{1}\left(t_{k}\right), \ldots, X_{N}\left(t_{k}\right)\right)$ denote the queueing state of the system at the start of the $k^{t h}$ frame. Using a Lyapunov function $L\left(\boldsymbol{Q}\left(t_{k}\right)\right) \triangleq \frac{1}{2}\left[\sum_{i=1}^{N} Q_{i}^{2}\left(t_{k}\right)+\right.$ $\left.\sum_{i=1}^{N} X_{i}^{2}\left(t_{k}\right)\right]$ and following the steps in Sec. 4.3 yields the following Multi-User Frame-Based-Drift-Plus-Penalty-Algorithm. In each frame $k \in\{1,2,3, \ldots\}$, do the following:

1. Admission Control: For all $t \in\left\{t_{k}, t_{k}+1, \ldots, t_{k+1}-1\right\}$, for each secondary user $i \in\{1,2, \ldots, N\}$, choose $R_{i}(t)$ as follows:

$$
R_{i}(t)= \begin{cases}A_{i}(t) & \text { if } Q_{i}(t) \leq V  \tag{4.47}\\ 0 & \text { else }\end{cases}
$$

where $A_{i}(t)$ is the number of new arrivals to secondary user $i$ in slot $t$.
2. Resource Allocation: Choose a policy that maximizes the following ratio:

$$
\begin{equation*}
\frac{\sum_{i=1}^{N} \mathbb{E}\left\{\sum_{t=t_{k}}^{t_{k+1}-1}\left(Q_{i}\left(t_{k}\right) \mu_{i}(t)-X_{i}\left(t_{k}\right) P_{i}(t)\right) \mid \boldsymbol{Q}\left(t_{k}\right)\right\}}{\mathbb{E}\left\{T[k] \mid \boldsymbol{Q}\left(t_{k}\right)\right\}} \tag{4.48}
\end{equation*}
$$

3. Queue Update: After implementing this policy, update the queues as in (4.45) and (4.46).

Similar to the basic model, this algorithm can be implemented without any knowledge of the arrival rates $\lambda_{i}$ or $\lambda_{p u}$. Further, using the techniques developed in Sec. 4.4, it can be shown that the solution to (4.48) can be computed in two steps as follows. First, we solve the following problem for each $i \in\{1,2, \ldots, N\}$ :

$$
\begin{align*}
& \text { Maximize: } Q_{i}\left(t_{k}\right) \mu_{i}(P)-X_{i}\left(t_{k}\right) P \\
& \text { Subject to: } P \in \mathcal{P}_{i} \tag{4.49}
\end{align*}
$$

Let $P_{0}^{*}$ denote the optimal solution to (4.49) achieved by user $i^{*}$ and let $\theta^{*}$ denote the optimal objective value. This means user $i^{*}$ transmits on all idle slots of frame $k$ with power $P_{0}^{*}$. Next, to determine the optimal cooperative transmission strategy, we solve the following problem for each $i \in\{1,2, \ldots, N\}$ :

$$
\begin{equation*}
\text { Minimize: } \frac{\theta^{*}+X_{i}\left(t_{k}\right) P}{\phi_{i}(P)} \tag{4.50}
\end{equation*}
$$

Subject to: $P \in \mathcal{P}_{i}$

Let $P_{1}^{*}$ denote the optimal solution to (4.50) achieved by user $j^{*}$. This means user $j^{*}$ cooperatively transmits on all busy slots of frame $k$ with power $P_{1}^{*}$.

### 4.6.2 Fading Channels

Next, suppose there is an additional channel fading process $S(t)$ that takes values from a finite set $\mathcal{S}$ in an i.i.d fashion every slot. We assume that in every slot, $\operatorname{Prob}[S(t)=s]=q_{s}$ for all $s \in \mathcal{S}$. The success probability with cooperative transmission now is a function of both the power allocation and the fading state in that slot. Specifically, suppose the primary user is active in slot $t$ and the secondary user allocates power $P(t)$ for cooperative transmission. Also suppose $S(t)=s$. Then the random success/failure outcome of the primary transmission is given by an indicator variable $\mu_{p u}(P(t), s)$ and the success probability is given by $\phi_{s}(P(t))=\mathbb{E}\left\{\mu_{p u}(P(t), s)\right\}$. The function $\phi_{s}(P)$ is known to the network controller for all $s \in \mathcal{S}$ and is assumed to be non-decreasing in $P$ for each $s \in \mathcal{S}$. For simplicity, we assume that the secondary user transmission rate $\mu_{s u}(t)$ depends only on $P(t)$.

By applying the "drift-plus-penalty" ratio method to this extended model, we get the following control algorithm. The admission control remains the same as (4.15). The resource allocation part involves maximizing the ratio in (4.16). Using the same arguments
as before in Sec. 4.4, it can be shown that maximizing this ratio is equivalent to the following optimization problem:

$$
\begin{align*}
\text { Maximize: } & Q_{s u}\left(t_{k}\right) \mathbb{E}\left\{\mu_{s u}\left(P_{0}(r)\right)\right\} \pi_{0}(r)-X_{s u}\left(t_{k}\right) \mathbb{E}\left\{P_{0}(r)\right\} \pi_{0}(r) \\
& -X_{s u}\left(t_{k}\right) \sum_{i \geq 1} \sum_{s \in \mathcal{S}} \mathbb{E}\left\{P_{i, s}(r)\right\} \pi_{i, s}(r) \tag{4.51}
\end{align*}
$$

Subject to: $r \in \mathcal{R}$
where $\pi_{i, s}(r)$ is the resulting steady-state probability of being in state $(i, s)$ in the recurrent system under the stationary, randomized policy $r$ and where the expectations above are with respect to $r$. We study this problem in the following.

Consider the optimal stationary, randomized policy that maximizes the objective in (4.51). Let $\chi_{i, s}$ denote the probability distribution over $\mathcal{P}$ that is used by this policy to choose a control action $P_{i, s}$ in state $(i, s)$. Let $\mu_{i, s}=\mathbb{E}_{\chi_{i, s}}\left\{\phi_{s}\left(P_{i, s}\right)\right\}$ denote the resulting effective probability of successful primary transmission in state $(i, s)$ where $i \geq 1$. Since the system is stable under any stationary policy, total incoming rate $=$ total outgoing rate. Thus, we get:

$$
\begin{equation*}
\lambda_{p u}=\sum_{i \geq 1} \sum_{s \in \mathcal{S}} \pi_{i, s} \mu_{i, s} \tag{4.52}
\end{equation*}
$$

where $\pi_{i, s}$ denotes the steady-state probability of being in state $(i, s)$ under this policy. Note that the system is stable and has a well-defined steady-state distribution. The average power incurred in cooperative transmissions under this policy is given by:

$$
\begin{equation*}
\bar{P}=\sum_{i \geq 1} \sum_{s \in \mathcal{S}} \pi_{i, s} \mathbb{E}_{\chi i, s}\left\{P_{i, s}\right\} \tag{4.53}
\end{equation*}
$$

Now consider an alternate stationary policy that, for each $s \in \mathcal{S}$, uses the following fixed distribution $\chi_{s}^{\prime}$ for choosing control action $P_{s}^{\prime}$ in all states $(i, s)$ where $i \geq 1$ :

$$
\chi_{s}^{\prime} \triangleq \begin{cases}\chi_{1, s} & \text { with probability } \frac{\pi_{1, s}}{\sum_{j \geq 1} \pi_{j, s}}  \tag{4.54}\\ \chi_{2, s} & \text { with probability } \frac{\pi_{2, s}}{\sum_{j \geq 1} \pi_{j, s}} \\ \vdots & \\ \chi_{i, s} & \text { with probability } \frac{\pi_{i, s}}{\sum_{j \geq 1} \pi_{j, s}} \\ \vdots & \end{cases}
$$

For each $s \in \mathcal{S}$, let $\mu_{s}^{\prime}$ denote the resulting effective probability of a successful primary transmission in any state $(i, s)$ where $i \geq 1$ under this policy. Note that this is same for all states $(i, s)$ where $i \geq 1$ by the definition (4.54). Then, we have that:

$$
\begin{equation*}
\mu_{s}^{\prime}=\sum_{i \geq 1} \mu_{i, s} \frac{\pi_{i, s}}{\sum_{j \geq 1} \pi_{j, s}} \tag{4.55}
\end{equation*}
$$

Let $\pi_{i, s}^{\prime}$ denote the steady-state probability of being in state $(i, s)$ under this alternate policy. Since the system is stable under any stationary policy, total incoming rate $=$ total outgoing rate. Thus, we get:

$$
\begin{equation*}
\lambda_{p u}=\sum_{s \in \mathcal{S}} \sum_{k \geq 1} \pi_{k, s}^{\prime} \mu_{s}^{\prime}=\sum_{s \in \mathcal{S}} \mu_{s}^{\prime}\left(\sum_{k \geq 1} \pi_{k, s}^{\prime}\right)=\sum_{s \in \mathcal{S}}\left[\sum_{i \geq 1} \mu_{i, s} \frac{\pi_{i, s}}{\sum_{j \geq 1} \pi_{j, s}}\right]\left(\sum_{k \geq 1} \pi_{k, s}^{\prime}\right) \tag{4.56}
\end{equation*}
$$

where we used (4.55) in the last step. Since $S(t)$ is i.i.d., for any $s_{1}, s_{2} \in \mathcal{S}$, we have that

$$
\pi_{0} q_{s 1}+\sum_{j \geq 1} \pi_{j, s 1}=q_{s 1}, \quad \pi_{0} q_{s 2}+\sum_{j \geq 1} \pi_{j, s 2}=q_{s 2}
$$

Similarly, we have:

$$
\pi_{0}^{\prime} q_{s 1}+\sum_{j \geq 1} \pi_{j, s 1}^{\prime}=q_{s 1}, \quad \pi_{0}^{\prime} q_{s 2}+\sum_{j \geq 1} \pi_{j, s 2}^{\prime}=q_{s 2}
$$

Using this, for any $s_{1}, s_{2} \in \mathcal{S}$, we have:

$$
\begin{equation*}
\frac{\sum_{j \geq 1} \pi_{j, s 1}}{\sum_{j \geq 1} \pi_{j, s 1}^{\prime}}=\frac{\sum_{j \geq 1} \pi_{j, s 2}}{\sum_{j \geq 1} \pi_{j, s 2}^{\prime}} \tag{4.57}
\end{equation*}
$$

Using this in (4.56), we have for each $\hat{s} \in \mathcal{S}$ :

$$
\begin{equation*}
\lambda_{p u}=\left[\sum_{s \in \mathcal{S}} \sum_{i \geq 1} \mu_{i, s} \pi_{i, s}\right] \frac{\sum_{k \geq 1} \pi_{k, \hat{s}}^{\prime}}{\sum_{j \geq 1} \pi_{j, \hat{s}}}=\lambda_{p u} \frac{\sum_{k \geq 1} \pi_{k, \hat{s}}^{\prime}}{\sum_{j \geq 1} \pi_{j, \hat{s}}} \tag{4.58}
\end{equation*}
$$

where we used (4.52) in the last step. This implies that $\sum_{k \geq 1} \pi_{k, \hat{s}}^{\prime}=\sum_{j \geq 1} \pi_{j, \hat{s}}$ for every $\hat{s} \in \mathcal{S}$ and therefore $\pi_{0}^{\prime}=\pi_{0}$. Also, the average power incurred in cooperative transmissions under this alternate policy is given by:

$$
\begin{align*}
\bar{P}^{\prime} & =\sum_{k \geq 1} \sum_{s \in \mathcal{S}} \pi_{k, s}^{\prime} \mathbb{E}_{\chi_{s}^{\prime}}\left\{P_{s}^{\prime}\right\} \\
& =\sum_{k \geq 1} \sum_{s \in \mathcal{S}} \pi_{k, s}^{\prime}\left(\sum_{i \geq 1} \mathbb{E}_{\chi_{i, s}}\left\{P_{i, s}\right\} \frac{\pi_{i, s}}{\sum_{j \geq 1} \pi_{j, s}}\right) \\
& =\sum_{s \in \mathcal{S}} \sum_{i \geq 1} \mathbb{E}_{\chi_{i, s}}\left\{P_{i, s}\right\} \pi_{i, s}=\bar{P} \tag{4.59}
\end{align*}
$$

where we used the fact that $\sum_{k \geq 1} \pi_{k, s}^{\prime}=\sum_{j \geq 1} \pi_{j, s}$ for all $s$. Thus, if we choose $\chi^{\prime}=\chi_{0}$ in state $i=0$ and choose $\chi_{s}^{\prime}$ as defined in (4.54) in all states $(i, s)$ where $i \geq 1$, it can be seen that the alternate policy achieves the same time average value of the objective (4.51) as the optimal policy. This implies that to maximize (4.51), it is sufficient to optimize over the class of stationary policies that, for each $s \in \mathcal{S}$, use the same distribution for choosing $P_{i, s}$ for all states $(i, s)$ where $i \geq 1$. Denote this class by $\mathcal{R}^{\prime}$. Using this and the fact that $\sum_{i \geq 1} \pi_{i, s}(r)=\left(1-\pi_{0}(r)\right) q_{s}$ for all $s,(4.51)$ can be simplified as follows:

$$
\begin{align*}
\text { Maximize: } & {\left[Q_{s u}\left(t_{k}\right) \mathbb{E}\left\{\mu_{s u}\left(P_{0}(r)\right)\right\}-X_{s u}\left(t_{k}\right) \mathbb{E}\left\{P_{0}(r)\right\}\right] \pi_{0}(r) } \\
& -X_{s u}\left(t_{k}\right) \sum_{s \in \mathcal{S}} \mathbb{E}\left\{P_{s}(r)\right\}\left(1-\pi_{0}(r)\right) q_{s} \tag{4.60}
\end{align*}
$$

Subject to: $r \in \mathcal{R}^{\prime}$
where $\pi_{0}(r)$ is the resulting steady-state probability of being in state 0 and where $\mathbb{E}\left\{P_{s}(r)\right\}$ is the average power incurred in cooperative transmission in any state $(i, s)$ with $i \geq 1$.

Using the same arguments as before, the solution to (4.60) can be obtained in two steps as follows. We first compute the solution to (4.29) as before. Denoting its optimal value by $\theta^{*}$, (4.60) can be written as:

$$
\begin{equation*}
\text { Maximize: } \theta^{*} \pi_{0}(r)-X_{s u}\left(t_{k}\right) \sum_{s \in \mathcal{S}} \mathbb{E}\left\{P_{s}(r)\right\}\left(1-\pi_{0}(r)\right) q_{s} \tag{4.61}
\end{equation*}
$$

Subject to: $r \in \mathcal{R}^{\prime}$

Using Little's Theorem, we have $\pi_{0}(r)=1-\frac{\lambda_{p u}}{\sum_{s \in \mathcal{S}} q_{s} \mathbb{E}\left\{\phi_{s}\left(P_{s}(r)\right)\right\}}$. Using this and rearranging the objective in (4.61) and ignoring the constant terms, we have the following equivalent problem:

$$
\begin{align*}
& \text { Maximize: } \frac{-\theta^{*}-X_{s u}\left(t_{k}\right) \sum_{s \in \mathcal{S}} q_{s} \mathbb{E}\left\{P_{s}(r)\right\}}{\sum_{s \in \mathcal{S}} q_{s} \mathbb{E}\left\{\phi_{s}\left(P_{s}(r)\right)\right\}} \\
& \text { Subject to: } r \in \mathcal{R}^{\prime} \tag{4.62}
\end{align*}
$$

It can be shown that it is sufficient to consider only deterministic power allocations to solve (4.62) (see, for example, [Nee10b, Section 7.3.2]). This yields the following problem:

$$
\text { Maximize: } \frac{-\theta^{*}-X_{s u}\left(t_{k}\right) \sum_{s \in \mathcal{S}} q_{s} P_{s}}{\sum_{s \in \mathcal{S}} q_{s} \phi_{s}\left(P_{s}\right)}
$$

$$
\begin{equation*}
\text { Subject to: } P_{s} \in \mathcal{P} \text { for all } s \in \mathcal{S} \tag{4.63}
\end{equation*}
$$

Note that solving this problem does not require knowledge of $\lambda_{p u}$ or $\lambda_{s u}$ and can be solved efficiently for general power allocation options $\mathcal{P}$.

### 4.7 Simulations

In this section, we evaluate the performance of the Frame-Based-Drift-Plus-PenaltyAlgorithm using simulations. We consider the network model as discussed in Sec. 4.2 with one primary and one secondary user. The set $\mathcal{P}$ consists of only two options $\left\{0, P_{\max }\right\}$. We assume that $P_{\text {avg }}=0.5$ and $P_{\max }=1$. We set $\phi_{n c}=0.6$ and $\phi_{c}=0.8$. For simplicity, we assume that $\mu_{s u}\left(P_{\max }\right)=1$.

In the first set of simulations, we fix the input rates $\lambda_{p u}=\lambda_{s u}=0.5$ packets/slot. For these parameters, we can compute the optimal offline solution by linear programming. This yields the maximum secondary user throughput as 0.25 packets/slot. We now simulate the Frame-Based-Drift-Plus-Penalty-Algorithm for different values of the control parameter $V$ over 1000 frames. In Fig. 4.4, we plot the average throughput achieved by the secondary user over this period. It can be seen that the average throughput increases with $V$ and converges to the optimal value 0.25 packets/slot, with the difference exhibiting a $O(1 / V)$ behavior as predicted by Theorem 5. In Fig. 4.5, we plot the average queue backlog of the secondary user over this period. It can be see that the average queue backlog grows linearly in $V$, again as predicted by Theorem 5 . Also, for all $V$, the average secondary user power consumption over this period was found not to exceed $P_{\text {avg }}=0.5$ units/slot.

For comparison, we also simulate three alternate algorithms. In the first algorithm "No Cooperation", the secondary user never cooperates with the primary user and only attempts to maximize its throughput over the resulting idle periods. The secondary user throughput under this algorithm was found to be 0.166 packets/slot as shown in Fig. 4.4.


Figure 4.4: Average Secondary User Throughput vs. V.

Note that using Little's Theorem, the resulting fraction of time the primary user is idle is $1-\lambda_{p u} / \phi_{n c}=1-0.5 / 0.6=0.166$. This limits the maximum secondary user throughput under the "No Cooperation" case to 0.166 packets/slot.

In the second algorithm, we consider the "Always Cooperate" case where the secondary user always cooperates with the primary user. For the example under consideration, this uses up all the secondary user power and thus, the secondary user achieves zero throughput.

In the third algorithm "Counter Based Policy", a running average of the total secondary user power consumption so far is maintained. In each slot, the secondary user decides to transmit/cooperate only if this running average is smaller than $P_{\text {avg }}$. The maximum secondary user throughput under this algorithm was found to be 0.137 packets/slot. This demonstrates that simply satisfying the average power constraint is not sufficient to achieve maximum throughput. For example, it may be the case that under the "Counter


Figure 4.5: Average Secondary User Queue Occupancy vs. V.

Based Policy", the running average condition is usually satisfied when the primary user is busy. This causes the secondary user to cooperate. However, by the time the primary user next becomes idle, the running average exceeds $P_{\text {avg }}$ so that the secondary user does not transmit its own data. In contrast, the Frame-Based-Drift-Plus-Penalty-Algorithm is able to find the opportune moments to cooperate/transmit optimally.

In the second set of simulations, we fix the input rate $\lambda_{s u}=0.8$ packets $/$ slot, $V=500$, and simulate the Frame-Based-Drift-Plus-Penalty-Algorithm over 1000 frames. At the start of the simulation, we set $\lambda_{p u}=0.4$ packets/slot. The values of the other parameters remain the same. However, during the course of the simulation, we change $\lambda_{p u}$ to 0.2 packets/slot after the first 350 frames and then again to 0.55 packets/slot after the first 700 frames. In Figs. 4.6 and 4.7, we plot the running average (over 100 frames) of the secondary user throughput and the average power used for cooperation. These show that
the Frame-Based-Drift-Plus-Penalty-Algorithm automatically adapts to the changes in $\lambda_{p u}$. Further, it quickly approaches the optimal performance corresponding to the new $\lambda_{p u}$ by adaptively spending more or less power (as required) on cooperation. For example, when $\lambda_{p u}$ reduces to 0.2 packets/slot after frame number 350, the fraction of time the primary is idle even with no cooperation is $1-0.2 / 0.6=0.66$. With $P_{\text {avg }}=0.5$, there is no need to cooperate anymore. This is precisely what the Frame-Based-Drift-Plus-PenaltyAlgorithm does as shown in Fig. 4.7. Similarly, when $\lambda_{p u}$ increases to 0.55 packets/slot after frame number 700, the Frame-Based-Drift-Plus-Penalty-Algorithm starts to spend more power on cooperative transmissions.

### 4.8 Chapter Summary

In this chapter, we studied the problem of opportunistic cooperation in a cognitive femtocell network. Specifically, we considered the scenario where a secondary user can cooperatively transmit with the primary user to increase its transmission success probability. In return, the secondary user can get more opportunities for transmitting its own data when the primary user is idle. A key feature of this problem is that here, the evolution of the system state depends on the control actions taken by the secondary user. This dependence makes it a constrained Markov Decision Problem traditional solutions to which require either extensive knowledge of the system dynamics or learning based approaches that suffer from large convergence times. However, using the technique of Lyapunov optimization, we designed a novel greedy and online control algorithm that overcomes these challenges and is provably optimal.


Figure 4.6: Moving Average of Secondary User Throughput over Frames.


Figure 4.7: Moving Average of Power used by the Secondary User for Cooperative Transmissions over Frames.

## Chapter 5

## Optimal Routing with Mutual Information Accumulation

In this chapter, we investigate optimal routing and scheduling strategies for multi-hop wireless networks with rateless codes. Rateless codes allow each node of the network to accumulate mutual information with every packet transmission. This enables a significant performance gain over conventional shortest path routing. Further, it also outperforms cooperative communication techniques that are based on energy accumulation. However, it requires complex and combinatorial networking decisions concerning which nodes participate in transmission, and which decode ordering to use. We formulate three problems of interest in this setting: (i) minimum delay routing, (ii) minimum energy routing subject to delay constraint, and (iii) minimum delay broadcast. All of these are hard combinatorial optimization problems and we make use of several structural properties of the optimal solutions to simplify the problems and derive optimal greedy algorithms. Although the reduced problems still have exponential complexity, unlike prior works on such problems, our greedy algorithms are simple to use and do not require solving any linear programs. Further, using the insight obtained from the optimal solution to a linear network, we propose two simple heuristics that can be implemented in polynomial time
in a distributed fashion and compare them with the optimal solution. Simulations suggest that both heuristics perform very close to the optimal solution over random network topologies.

### 5.1 Introduction

Cooperative communication promises significant gains in the performance of wireless networks over traditional techniques that treat the network as comprised of point-to-point links. Cooperative communication protocols exploit the broadcast nature of wireless transmissions and offer spatial diversity gains by making use of multiple relays for cooperative transmissions. This can increase the reliability and reduce the energy cost of data transmissions in wireless networks. See [KMY06] for a recent comprehensive survey.

Most prior work in the area of cooperative communication has investigated physical layer techniques such as orthogonal repetition coding/signaling [LTW04], distributed beamforming [MBM07], distributed space-time codes [LW03], etc. All these techniques perform energy accumulation from multiple transmissions to decode a packet. In energy accumulation, a receiver can decode a packet when the total received energy from multiple transmissions of that packet exceeds a certain threshold. An alternate approach of recent interest is based on mutual information accumulation [MMYZ07] [DLMY08]. In this approach, a node accumulates mutual information for a packet from multiple transmissions until it can be decoded successfully. This is shown to outperform energy accumulation based schemes, particularly in the high SNR regime, in [MMYZ07] [DLMY08].

Such a scheme can be implemented in practice using rateless codes of which Fountain and Raptor codes [Lub02, BLM02, Sho04] are two examples. In addition to allowing mutual information accumulation, rateless codes provide further advantages over traditional fixed rate schemes in the context of fading relay networks as discussed in [CM07] [LL09]. Unlike fixed rate code schemes in which knowledge of the current channel state information (CSI) is required at the transmitters, rateless codes adapt to the channel conditions without requiring CSI. This advantage becomes even more important in large networks where the cost of CSI acquisition grows exponentially with the network size. However, this introduces a deep memory in the system because mutual information accumulated from potentially multiple transmissions in the past can be used to decode a packet.

In this chapter, we study three problems on optimal routing and scheduling over a multi-hop wireless network using mutual information accumulation. Specifically, we first consider a network with a single source-destination pair and $n$ relay nodes. When a node transmits, the other nodes accumulate mutual information at a rate that depends on their incoming link capacity. All nodes operate under bandwidth and energy constraints as described in detail in Sec. 2.2. We consider two problems in this setting. In the first problem, the transmit power levels of the nodes are fixed and the objective is to transmit a packet from the source to the destination in minimum delay (Sec. 5.3). In the second problem, the transmit power levels are variable and the objective is to minimize the sum total energy to deliver a packet to the destination subject to a delay constraint (Sec. 5.4). In the third problem, we consider the network model with fixed transmit power levels (similar to the first problem) and with a single source where the objective is to broadcast
a packet to all the other nodes in minimum delay (Sec. 5.5). All of these objectives are important in a variety of networking scenarios.

Related problems of optimal routing in wireless networks with multi-receiver diversity have been studied in [LT06, LDFK09,NU09, DFGV10] while problems of optimal cooperative diversity routing and broadcasting are treated in [KAMZ07, $\mathrm{SSH}^{+} 10, \mathrm{DGG10,BK11]}$ and references therein. Although these formulations incorporate the broadcast nature of wireless transmissions, they assume that the outcome of each transmission is a binary success/failure. Further, any packet that cannot be successfully decoded in one transmission is discarded. This is significantly different from the scenario considered in this chapter where nodes can accumulate partial information about a packet from different transmissions over time. This can be thought of as networking with "soft" information.

Prior work on accumulating partial information from multiple transmissions includes the work in [DLMY08, CJL+ 05 , ACGW04, MY04a, SMS07, MY05, YMMZ08]. Specifically, $\left[\mathrm{CJL}^{+} 05\right]$ considers the problem of minimum energy unicast routing in wireless networks with energy accumulation and shows that it is an NP-complete problem. Similar results are obtained for the problem of minimum energy accumulative broadcast in [ACGW04, MY04a, SMS07]. A related problem of accumulative multicast is studied in [MY05]. Minimum energy unicast routing with energy accumulation only at the destination is considered in [YMMZ08]. Also related to the notion of accumulating partial information are the works on hydrid-ARQ techniques such as [CT01, ZV05]. The work closest to ours is [DLMY08] which treats the minimum delay routing problem with mutual information accumulation. Both [MY04a] [DLMY08] develop an LP based formulation for their respective problems that involves solving a linear program for every
possible ordering of relay nodes over all subsets of relay nodes to derive the optimal solution. Thus, for a network with $n$ relay nodes, this exhaustive approach requires solving $\sum_{m=1}^{n}\binom{n}{m} m!>n!$ linear programs.

The primary challenge associated with solving the problems addressed in this chapter is their inherent combinatorial nature. Unlike traditional shortest path routing problems, the cost of routing with mutual information accumulation depends not only on the set of nodes in the routing path, but also their relative ordering in the transmission sequence, making standard shortest path algorithms inapplicable. Therefore, we approach the problem differently. To derive the optimal transmission strategy for the first problem, we first formulate an optimization problem in Sec. 5.3.2 that optimizes over all possible transmission orderings over all subsets of relay nodes (similar to [MY04a] [DLMY08]). This approach clearly has a very high complexity of $O(n!)$. Then in Sec. 5.3.3, we prove a key structural property of the optimal solution that allows us to simplify the problem and derive a simple greedy algorithm that only needs to optimize over all subsets of nodes. Further, it does not require solving any linear programs. Thus, it has a complexity of $O\left(2^{n}\right)$. We derive a greedy algorithm of the same complexity for the second problem in Sec. 5.4. We note that this complexity, while still exponential, is a significant improvement over $O(n!)$. For example, with $n=10$, this requires $2^{10}=1024$ runs of a simple greedy algorithm as compared to $10!=3628800$ runs of an LP solver. Note that for small networks, (say, $n \leq 10$ ), it is reasonable to use our algorithm to exactly compute the optimal solution. Further, for larger $n$ it provides a feasible way to compute the optimal solution as a benchmark when comparing against simpler heuristics.

For the minimum delay broadcast problem, we identify a similar structural property of the optimal solution in Sec. 5.5 that allows us to simplify the problem and derive a simple greedy algorithm. While this greedy algorithm still has a complexity of $O(n!)$, it does not require solving any linear programs and thus improves over the result in [MY04a] that requires solving $n$ ! linear programs. In general, we expect all these problems to be NP-complete based on the results in [CJL ${ }^{+} 05$, ACGW04, MY04a, SMS07].

For the special case of a line network, we derive the optimal solution in Sec. 5.3.5. Finally, in Sec. 5.6, we propose two simple heuristics that can be implemented in polynomial time in a distributed fashion and compare them with the optimal solution. Simulations suggest that both heuristics perform quite close to the optimal solution over random network topologies.

Before proceeding, we note that the techniques we apply to get these structural results can also be applied to similar problems that use energy accumulation instead of mutual information accumulation.

### 5.2 Network Model

The network model consists of a source $s$, destination $d$ and $n$ relays $r_{1}, r_{2}, \ldots, r_{n}$ as shown in Fig. 5.1. There are no time variations in the channel states. This models the scenario where the coherence time of the channels is larger than any considered transmission time of the encoded bits. In the first two problems, the source has a packet to be delivered to the destination. In the third problem, the source packet must to delivered to all nodes in the network.


Figure 5.1: Example network with source, destination and 4 relay nodes. When a node transmits, every other node that has not yet decoded the packet accumulates mutual information at a rate given by the capacity of the link between the transmitter and that node.

Each node $i$ transmits at a fixed power spectral density (PSD) $P_{i}$ (in units of joules $/ \mathrm{sec} / \mathrm{Hz}$ ) that is uniform across its transmission band. However, the transmission duration for a node is variable and is a design parameter. The total available bandwidth is $W \mathrm{~Hz}$. A node can transmit the packet only if it has fully decoded the packet. For this, it must accumulate at least $I_{\max }$ bits of total mutual information.

All transmissions happen on orthogonal channels in time or frequency and at most one node can transmit over a frequency channel at any given time. The channel gain between nodes $i$ and $j$ is given by $h_{i j}$. We assume a frequency non-selective, flat-fading model. Under this assumption, the minimum transmission time under the two orthogonal schemes (where nodes transmit in orthogonal time vs. frequency channels) is the same. In the following, we will focus on the case where transmissions are orthogonal in time. When a node $i$ transmits, every other node $j$ that does not have the full packet yet, receives mutual information at a rate that depends on the transmission capacity $C_{i j}$ (in units
of bits $/ \mathrm{sec} / \mathrm{Hz}$ ) of link $i-j$. This transmission capacity itself depends on the transmit power and channel gain. For example, for an AWGN channel, using Shannon's formula, this is given by $C_{i j}=\log _{2}\left[1+\frac{h_{i j} P_{i}}{N_{0}}\right]$ where $N_{0} / 2$ is the PSD of the noise process. If node $i$ transmits for duration $\Delta$ over bandwidth $W$, then node $j$ accumulates $\Delta W C_{i j}$ bits of information. In the following, we assume $W=1$ for simplicity. We assume that each transmitting node uses independently generated ideal rateless codes so that the mutual information collected by a node from different transmissions add up. ${ }^{1}$ A similar model has been considered in [DLMY08].

### 5.3 Minimum Delay Routing

Under the modeling assumptions discussed in Sec. 5.2, the problem of routing a packet from the source to the destination in minimum time consists of the following sub-problems:

- First, which subset of relay nodes should take part in forwarding the packet?
- Second, in what order should these nodes transmit?
- And third, what should be the transmission durations for these nodes?

We next discuss the transmission structure of a general policy under this model.

### 5.3.1 Timeslot and Transmission Structure

Consider any transmission strategy $\mathcal{G}$ for routing the packet to the destination in the model described above. This includes the choice of the relay set, the transmission order
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Figure 5.2: Example timeslot and transmission structure. In each stage, nodes that have already decoded the full packet transmit on orthogonal channels in time.
for this set, and the transmission durations for each node in this set. Let $\mathcal{R}$ denote the subset of relay nodes that take part in the routing process under strategy $\mathcal{G}$. By this, we mean that each node in $\mathcal{R}$ is able to decode the packet before the destination and then transmits for a non-zero duration. There could be other nodes that are able to decode the packet before the destination, but these do not take part in the forwarding process and are therefore not included in the set $\mathcal{R}$.

Let $k=|\mathcal{R}|$ be the size of this set. Also, let $\mathcal{O}$ be the ordering of nodes in $\mathcal{R}$ that describes the sequence in which nodes in $\mathcal{R}$ successfully decode the packet under strategy $\mathcal{G}$. Without loss of generality, let the relay nodes in the ordering $\mathcal{O}$ be indexed as $1,2,3, \ldots, k$. Also, let the source $s$ be indexed as 0 and the destination $d$ be indexed as $k+1$. Initially, only the source has the packet. Let $t_{0}$ be the time when it starts its transmission and let $t_{1}, t_{2}, \ldots, t_{k}$ denote the times when relays $1,2, \ldots, k$ in the ordering $\mathcal{O}$ accumulate enough mutual information to decode the packet. Also, let $t_{k+1}$ be the time when the destination decodes the packet. By definition, $t_{0} \leq t_{1} \leq t_{2} \leq \ldots \leq t_{k} \leq t_{k+1}$. We say that the transmission occurs over $k+1$ stages, where stage $j, j \in\{0,1,2, \ldots, k\}$
represents the interval $\left[t_{j}, t_{j+1}\right]$. The state of the network at any time is given by the set of nodes that have the full packet and the mutual information accumulated so far at all the other nodes. Note that in any stage $j$, the first $j$ nodes in the ordering $\mathcal{O}$ and the source have the fully decoded packet. Thus, any subset of these nodes (including potentially all of them) may transmit during this stage. Then the time-slot structure for the transmissions can be depicted as in Fig. 5.2. We note that unlike Chapter 3, here, the timeslot structure is not fixed and is part of the optimization problem. Also note that in each stage, the set of relays that have successfully decoded the packet increases by one (we ignore those relays that are not part of the set $\mathcal{R}$ ).

We are now ready to formulate the problem of minimum delay routing with mutual information accumulation.

### 5.3.2 Problem Formulation

For each $j$, define the duration of stage $j$ as $\Delta_{j}=t_{j+1}-t_{j}$. Also, let $A_{i j}$ denote the transmission duration for node $i$ in stage $j$ under strategy $\mathcal{G}$. Note that $A_{i j}=0$ if $i>j$, else $A_{i j} \geq 0$. This is because node $i$ does not have the full packet until the end of stage $i-1$. The total time to deliver the packet to the destination $T_{t o t}$ is given by $T_{t o t}=t_{k+1}-t_{0}=\sum_{j=0}^{k} \Delta_{j}$. For any transmission strategy $\mathcal{G}$ that uses the subset of relay nodes $\mathcal{R}$ with an ordering $\mathcal{O}$, the minimum delay is given by the solution to the following optimization problem:

$$
\begin{array}{ll}
\text { Minimize: } & T_{t o t}=\sum_{j=0}^{k} \Delta_{j} \\
\text { Subject to: } & \sum_{i=0}^{m-1} \sum_{j=0}^{m-1} A_{i j} C_{i m} \geq I_{\max } \forall m \in\{1,2, \ldots, k+1\} \\
& \sum_{i=0}^{j} A_{i j} \leq \Delta_{j} \forall j \in\{0,1,2, \ldots, k\} \\
& A_{i j} \geq 0 \forall i \in\{0,1,2, \ldots, k\}, j \in\{0,1,2, \ldots, k\} \\
& A_{i j}=0 \forall i>j \\
& \Delta_{j} \geq 0 \forall j \in\{0,1,2, \ldots, k\} \tag{5.1}
\end{array}
$$

Here, the first constraint captures the requirement that node $m$ in the ordering must accumulate at least $I_{\max }$ amount of mutual information by the end of stage $m-1$ using all transmissions in all stages up to stage $m-1$. The second constraint means that in every stage $j$, the total transmission time for all nodes that have the fully decoded packet in that stage cannot exceed the length of that stage. We note that the solution to (5.1) may result in a decoding order that is different from $\mathcal{O}$. In that case, the decoding order $\mathcal{O}$ is infeasible. It can be seen that the above problem is a linear program and thus can be solved efficiently for a given relay set $\mathcal{R}$ and its ordering $\mathcal{O}$. Indeed, this is the approach taken in [DLMY08] that proposes solving such a linear program for every possible ordering of relays for each subset of the set of relay nodes. While such an approach is guaranteed to find the optimal solution, it has a huge computational complexity of $O(n!)$ linear programs. In the next section, we show that the above computation can be significantly simplified by making use of a key structural property of the optimal solution.


Figure 5.3: Optimal timeslot and transmission structure. In each stage, only the node that decodes the packet at the beginning of that stage transmits.

### 5.3.3 Characterizing the Optimal Solution of (5.1)

Let $\mathcal{R}_{\text {opt }}$ denote the subset of relay nodes that take part in the routing process in the optimal solution. Let $k=\left|\mathcal{R}_{\text {opt }}\right|$ be the size of this set. Also, let $\mathcal{O}_{\text {opt }}$ be the optimal ordering. Note that, by definition, each node in $\mathcal{R}_{\text {opt }}$ transmits for a non-zero duration (else, we can remove it from the set without affecting the minimum total transmission time). Then, we have the following:

Theorem 6 Under the optimal solution to the minimum delay routing problem (5.1), in each stage $j$, it is optimal for only one node to transmit, and that node is node $j$.

Fig. 5.3 shows the timeslot structure under the optimal solution. The above theorem shows that only one node transmits in each stage, and that the optimal transmission ordering is the same as the ordering that nodes in the set $\mathcal{R}_{\text {opt }}$ decode the packet. Comparing this with the general timeslot structure in Fig. 5.2, it can be seen that Theorem 6 simplifies problem (5.1) significantly. Specifically, Theorem 6 implies that, given the optimal relay set $\mathcal{R}_{\text {opt }}$, the optimal transmission structure (i.e., the decoding order and the transmission durations) can be computed in a greedy fashion as follows. First, the source
starts to transmit and continues to do so until any relay node in this set gets the packet. Once this relay node gets the packet, we know from Theorem 6 that the source does not transmit in any of the remaining stages. This node then starts to transmit until another node in the set gets the packet. This process continues until the destination is able to decode the packet. The optimal solution to (5.1) can then be obtained by applying this greedy transmission strategy to all subsets of relay nodes and picking one that yields the minimum delay. ${ }^{2}$ Note that applying this greedy transmission strategy does not require solving an LP. While searching over all subsets still has an exponential complexity of $O\left(2^{n}\right)$, it can be used to compute the optimal solution as a benchmark. Theorem 6 also implies that multiple copies of the packet need not be maintained across the network. For example, note that the source need not transmit after the first relay has decoded the packet and therefore can drop the packet from its queue.

We emphasize that the optimal transmission structure suggested by Theorem 6 is not obvious. For example, at the beginning of any stage, the newest addition to the set of relay nodes with the full packet may not have the best links (in terms of transmission capacity) to all the remaining nodes, including the destination. This would suggest that under the optimal solution, in general in each stage, nodes with the full packet should take turns transmitting the packet. However, Theorem 6 states that such time-sharing is not required.

Before proceeding, we present a preliminary Lemma that is used in the proof of Theorem 6. Consider any linear program:
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$$
\begin{array}{cl}
\text { Minimize: } & c^{T} x \\
\text { Subject to: } & A x=b \\
& x \geq 0 \tag{5.2}
\end{array}
$$
\]

where $x \in \mathbf{R}^{n}$. Then we have the following:

Lemma 4 Let $x^{*}$ be an optimal solution to the problem (5.2) such that $x^{*}>0$ (where the inequality is taken entry wise). Then $x^{*}$ is still an optimal solution when the constraint $x \geq 0$ is removed.

Lemma 4 implies that removing an inactive constraint does not affect the optimal solution of the linear program. This is a simple fact and its proof is provided for completeness in Appendix D.1.

### 5.3.4 Proof of Theorem 6

Note that Theorem 6 trivially holds in stage 0 (since only the source has the full packet in this stage). Next, it is easy to see that in the last stage (i.e., stage $k$ ), only the node with the best link (in terms of transmission capacity) to the destination in the set $\mathcal{R}_{\text {opt }}$ should transmit in order to minimize the total delay. This is because this node will take the smallest time to transmit the remaining amount of mutual information needed by $d$ to decode the packet. Further, we claim that this node must be the node $k$ in the ordering $\mathcal{O}_{\text {opt }}$. This can be argued as follows. Assume that the node with the best link to the destination in the set $\mathcal{R}_{\text {opt }}$ has the full packet at some stage $(k-j)$ (where $0<j<k$ )
before the start of stage $k$. Then a smaller delay can be achieved by having only this node transmit after it has decoded the full packet from that stage onwards. Thus, the other nodes labeled $k-j, \ldots, k-1$ in the transmission order do not transmit, a contradiction. This shows that under the optimal solution, in the last stage $k$, only node $k$ in the ordering $\mathcal{O}_{\text {opt }}$ transmits. Using induction, we now show that in every prior stage $(k-j)$ where $1 \leq j \leq k-1$, only one node needs to transmit and that this node must be node $k-j$ in the ordering $\mathcal{O}_{\text {opt }}$.

Consider the $(k-1)^{t h}$ stage. At time $t_{k-1}$, all nodes except $k$ and $d$ have decoded the packet. Let the mutual information state at nodes $k$ and $d$ at time $t_{k-1}$ be $I_{k}\left(t_{k-1}\right)$ and $I_{d}\left(t_{k-1}\right)$ respectively. Also, suppose in the $(k-1)^{t h}$ stage, relay nodes $1,2, \ldots, k-1$ and the source transmit a fraction $\alpha_{1}^{k-1}, \alpha_{2}^{k-1}, \ldots, \alpha_{k-1}^{k-1}$ and $\alpha_{0}^{k-1}$ of the total duration of stage $(k-1)$, i.e., $\Delta_{k-1}$ respectively. Note that these fractions must add to 1 since it is suboptimal to have any idle time (where no one is transmitting). Then, the optimal solution must solve the following optimization problem:

$$
\begin{array}{ll}
\text { Minimize: } & \Delta_{k-1}+\Delta_{k} \\
\text { Subject to: } & I_{k}\left(t_{k-1}\right)+\Delta_{k-1} \sum_{i=0}^{k-1} \alpha_{i}^{k-1} C_{i k} \geq I_{\max } \\
& I_{d}\left(t_{k-1}\right)+\Delta_{k-1} \sum_{i=0}^{k-1} \alpha_{i}^{k-1} C_{i d}+\Delta_{k} C_{k d} \geq I_{\max } \\
& 0 \leq \alpha_{0}^{k-1}, \alpha_{1}^{k-1}, \ldots, \alpha_{k-1}^{k-1} \leq 1 \\
& \sum_{i=0}^{k-1} \alpha_{i}^{k-1}=1 \\
& \Delta_{k-1} \geq 0, \Delta_{k} \geq 0 \tag{5.3}
\end{array}
$$

Here, the first constraint states that relay $k$ must accumulate at least $I_{\text {max }}$ bits of mutual information by the end of stage $(k-1)$. The second constraint states that the destination must accumulate at least $I_{\max }$ bits of mutual information by the end of stage $k$. Note that in the last term of the left hand side of the second constraint, we have used the fact that only node $k$ transmits during stage $k$.

It is easy to see that under the optimal solution, the first and second constraints must be met with equality. This simply follows from the definition of the beginning of any stage $j$ as the time when node $j$ has just decoded the packet. Next, let $\beta_{i}=\Delta_{k-1} \alpha_{i}^{k-1}$ for all $i \in\{0,1,2, \ldots, k-1\}$. Since $\sum_{i=0}^{k-1} \alpha_{i}^{k-1}=1$, we have that $\sum_{i=0}^{k-1} \beta_{i}=\Delta_{k-1}$ and (5.3) is equivalent to:

$$
\begin{array}{ll}
\text { Minimize: } & \sum_{i=0}^{k-1} \beta_{i}+\Delta_{k} \\
\text { Subject to: } & I_{k}\left(t_{k-1}\right)+\sum_{i=0}^{k-1} \beta_{i} C_{i k}=I_{\max } \\
& I_{d}\left(t_{k-1}\right)+\sum_{i=0}^{k-1} \beta_{i} C_{i d}+\Delta_{k} C_{k d}=I_{\max } \\
& \Delta_{k} \geq 0, \beta_{i} \geq 0 \quad \forall i \in\{0,1,2, \ldots, k-1\} \tag{5.4}
\end{array}
$$

Note that problems (5.3) and (5.4) are equivalent because we can transform (5.4) to the original problem by using the relations $\Delta_{k-1}=\sum_{i=0}^{k-1} \beta_{i}$ and $\alpha_{i}^{k-1}=\frac{\beta_{i}}{\Delta_{k-1}}$. The degenerate case where $\Delta_{k-1}=0$ does not arise because if $\Delta_{k-1}=0$, then no node transmits in stage ( $k-1$ ) and we transition to stage $k$ in which only node $k$ transmits.

This means node $k-1$ never transmits, contradicting the fact that it is part of the optimal transmission schedule.

Since we know that under the optimal solution, $\Delta_{k}>0$, we can remove the constraint $\Delta_{k} \geq 0$ from (5.4) without affecting the optimal solution (using Lemma 4). Next we multiply the minimization objective in (5.4) by $C_{k d}$ without changing the problem. Then, using the second equality constraint to eliminate $\Delta_{k}$ from the objective and ignoring the constant terms, (5.4) can be expressed as:

$$
\begin{array}{cl}
\text { Minimize: } & \sum_{i=0}^{k-1} \beta_{i}\left(C_{k d}-C_{i d}\right) \\
\text { Subject to: } & I_{k}\left(t_{k-1}\right)+\sum_{i=0}^{k-1} \beta_{i} C_{i k}=I_{\max } \\
& \beta_{i} \geq 0 \quad \forall i \in\{0,1,2, \ldots, k-1\} \tag{5.5}
\end{array}
$$

This optimization problem is linear in $\beta_{i}$ with a single linear equality constraint and thus the solution is of the form where all except one $\beta_{i}$ are zero. Since $\alpha_{i}^{k-1}=\frac{\beta_{i}}{\Delta_{k-1}}$, we have that in the optimal solution, exactly one of the fractions $\alpha_{0}^{k-1}, \alpha_{1}^{k-1}, \ldots, \alpha_{k-1}^{k-1}$ is equal to 1 and rest must be 0 . This implies that only one node transmits in this stage. Further, this node must be the relay node $k-1$ that decoded the packet at the beginning of this stage. Else, node $k-1$ never transmits. This is because by definition of stage $(k-1)$, node $k-1$ does not have the packet before the beginning of stage $(k-1)$ and hence cannot transmit before stage $(k-1)$. Since only node $k$ transmits when stage $(k-1)$ ends, if
node $k-1$ is not the node chosen for stage $(k-1)$, it never transmits, contradicting the fact that it is part of the optimal set. ${ }^{3}$

Now consider the $(k-j)^{t h}$ stage and suppose Theorem 6 holds for all stages after stage $(k-j)$ where $2 \leq j \leq k-1$. This means that in every stage after stage $(k-j)$, only the node that has just decoded the packet transmits. At time $t_{k-j}$, all nodes except $k-j+1, k-j+$ $2, \ldots, k$ and $d$ have decoded the packet. Let the mutual information state at these nodes at time $t_{k-j}$ be $I_{k-j+1}\left(t_{k-j}\right), I_{k-j+2}\left(t_{k-j}\right), \ldots, I_{k}\left(t_{k-j}\right)$ and $I_{d}\left(t_{k-j}\right)$, respectively. Also, suppose in the $(k-j)^{t h}$ stage, the source and the relay nodes $1,2, \ldots, k-j$ transmit a fraction $\alpha_{0}^{k-j}, \alpha_{1}^{k-j}, \alpha_{2}^{k-j}, \ldots, \alpha_{k-j}^{k-j}$ of the total duration of stage $(k-j)$, i.e., $\Delta_{k-j}$ respectively. Then, the optimal solution must solve the following optimization problem:

$$
\begin{array}{ll}
\text { Minimize: } & \sum_{m=0}^{j} \Delta_{k-j+m} \\
\text { Subject to: } \quad I_{k-j+1}\left(t_{k-j}\right)+\Delta_{k-j}\left[\sum_{i=0}^{k-j} \alpha_{i}^{k-j} C_{i, k-j+1}\right]=I_{\max } \\
& I_{k-j+n}\left(t_{k-j}\right)+\Delta_{k-j}\left[\sum_{i=0}^{k-j} \alpha_{i}^{k-j} C_{i, k-j+n}\right]+ \\
& \sum_{i=1}^{n-1} \Delta_{k-j+i} C_{k-j+i, k-j+n}=I_{\max } \forall n \in\{2, \ldots, j+1\} \\
0 \leq \alpha_{0}^{k-j}, \alpha_{1}^{k-j}, \ldots, \alpha_{k-j}^{k-j} \leq 1 \\
& \sum_{i=0}^{k-j} \alpha_{i}^{k-j}=1 \\
& \Delta_{k-j} \geq 0, \Delta_{k-j+1} \geq 0, \ldots, \Delta_{k} \geq 0 \tag{5.6}
\end{array}
$$

[^6]where the first constraint states that relay $k-j+1$ must accumulate $I_{\text {max }}$ bits of mutual information by the end of stage $(k-j)$. The second set of constraints state that every subsequent node $k-j+n$ (where $2 \leq n \leq j+1$ ) including the destination in the ordering $\mathcal{O}_{\text {opt }}$ must accumulate $I_{\max }$ bits of mutual information by the end of stage $(k-j+n)$. In the last term of the left hand side of each such constraint, we have used the induction hypothesis that in every stage after stage $(k-j)$, only the node that just decoded the packet transmits. Using the transform $\beta_{i}=\Delta_{k-j} \alpha_{i}^{k-j}$ for all $i \in\{0,1,2, \ldots, k-j\}$, and $\sum_{i=0}^{k-j} \alpha_{i}^{k-j}=1$, we have the equivalent problem:
\[

$$
\begin{array}{ll}
\text { Minimize: } & \sum_{i=0}^{k-j} \beta_{i}+\Delta_{k-j+1}+\ldots+\Delta_{k-1}+\Delta_{k} \\
\text { Subject to: } \quad I_{k-j+1}\left(t_{k-j}\right)+\sum_{i=0}^{k-j} \beta_{i} C_{i, k-j+1}=I_{\max } \\
& I_{k-j+n}\left(t_{k-j}\right)+\sum_{i=0}^{k-j} \beta_{i} C_{i, k-j+n}+ \\
& \sum_{i=1}^{n-1} \Delta_{k-j+i} C_{k-j+i, k-j+n}=I_{\max } \forall n \in\{2, \ldots, j+1\} \\
& \beta_{i} \geq 0 \forall i \in\{0,1,2, \ldots, k-j\} \\
& \Delta_{k-j+1} \geq 0, \ldots, \Delta_{k} \geq 0 \tag{5.7}
\end{array}
$$
\]

The problems (5.6) and (5.7) are equivalent because we can transform (5.7) to the original problem by using the relations $\Delta_{k-j}=\sum_{i=0}^{k-j} \beta_{i}$ and $\alpha_{i}^{k-j}=\frac{\beta_{i}}{\Delta_{k-j}}$. The degenerate case where $\Delta_{k-j}=0$ does not arise because if $\Delta_{k-j}=0$, then no node transmits in stage $(k-j)$. We know from the induction hypothesis that only the nodes after node
$k-j$ in the ordering $\mathcal{O}_{\text {opt }}$ transmit after stage $(k-j)$. This means that node $k-j$ never transmits, a contradiction.

The second set of constraints in problem (5.7) can be written in matrix form as $\mathbf{B}+\mathbf{C} \boldsymbol{\Delta}=\mathbf{I}$ as shown below.

$$
\left[\begin{array}{c}
\sum_{i=0}^{k-j} \beta_{i} C_{i, k-j+2} \\
\sum_{i=0}^{k-j} \beta_{i} C_{i, k-j+3} \\
\vdots \\
\sum_{i=0}^{k-j} \beta_{i} C_{i, d}
\end{array}\right]+\left[\begin{array}{ccc}
C_{k-j+1, k-j+2} & \ldots & 0 \\
C_{k-j+1, k-j+3} & \ldots & 0 \\
\vdots & \ddots & \vdots \\
C_{k-j+1, d} & \cdots & C_{k, d}
\end{array}\right]\left[\begin{array}{c}
\Delta_{k-j+1} \\
\Delta_{k-j+2} \\
\vdots \\
\Delta_{k}
\end{array}\right]=\left[\begin{array}{c}
I_{\max }-I_{k-j+2}\left(t_{k-j}\right) \\
I_{\max }-I_{k-j+3}\left(t_{k-j}\right) \\
\vdots \\
I_{\max }-I_{d}\left(t_{k-j}\right)
\end{array}\right]
$$

From this, we note that $\mathbf{C}$ is a lower triangular matrix. Thus, we have: $\boldsymbol{\Delta}=\mathbf{C}^{-1}(\mathbf{I}-$ B). Therefore each of the terms $\Delta_{k-j+1}, \Delta_{k-j+2}, \ldots, \Delta_{k-1}, \Delta_{k}$ is linear in the variables $\beta_{0}, \beta_{1}, \ldots, \beta_{k-j}$. Using this, the objective in (5.7) can be expressed as a linear function of these variables. Let this be denoted by $f\left(\beta_{0}, \beta_{1}, \ldots, \beta_{k-j}\right)$. Also we know that under the optimal solution, $\Delta_{k-j+1}>0, \ldots, \Delta_{k}>0$. Thus, we can remove the last set of constraints from (5.7) without affecting the optimal solution (using Lemma 4). Thus, (5.7) becomes:

$$
\begin{array}{ll}
\text { Minimize: } & f\left(\beta_{0}, \beta_{1}, \ldots, \beta_{k-j}\right) \\
\text { Subject to: } & I_{k-j+1}\left(t_{k-j}\right)+\sum_{i=0}^{k-j} \beta_{i} C_{i, k-j+1}=I_{\max } \\
& \beta_{i} \geq 0 \quad \forall i \in\{0,1,2, \ldots, k-j\} \tag{5.8}
\end{array}
$$



Figure 5.4: A line network.

Similar to the stage $(k-1)$ case, this optimization problem is linear in $\beta_{i}$ with a single linear equality constraint and thus the solution is of the form where all except one $\beta_{i}$ are zero. Since $\alpha_{i}^{k-j}=\frac{\beta_{i}}{\Delta_{k-j}}$, we have that in the optimal solution, exactly one of the fractions $\alpha_{0}^{k-j}, \alpha_{1}^{k-j}, \ldots, \alpha_{k-j}^{k-j}$ is equal to 1 and rest must be 0 . This implies that only one node transmits in this stage. Further, this node must be the relay node $k-j$ that decoded the packet at the beginning of this stage. Else, node $k-j$ never transmits. This is because by definition of stage $(k-j)$, node $k-j$ does not have the packet before the beginning of stage $(k-j)$ and hence cannot transmit before stage $(k-j)$. By induction hypothesis, only nodes $k-j+1, k-j+2, \ldots, k$ transmit when stage $(k-j)$ ends. Thus, if node $k-j$ is not the node chosen for stage $(k-j)$, it never transmits, contradicting the fact that it is part of the optimal set. This proves the Theorem.

### 5.3.5 Exact Solution for a Line Network

In this section, we present the optimal solution for a special case of line networks. Specifically, all nodes are located on a line as shown in Fig. 5.4. We assume that each node transmits at the same PSD $P$. Further, the transmission capacity $C_{i j}$ between any two nodes $i$ and $j$ depends only on the distance $d_{i j}$ between the two nodes and is a monotonically decreasing function of $d_{i j}$. For example, we may have that $C_{i j}=\log \left(1+\frac{h_{i j} P}{N_{0}}\right)$ where
$P$ is the $\operatorname{PSD}$ and $h_{i j}=\frac{1}{d_{i j}^{\alpha}}$ where $\alpha \geq 2$ is the path loss coefficient. Under these assumptions, the following Lemma characterizes the optimal cooperating set for the problem of routing with mutual information accumulation. Its proof is provided in Appendix D.2.

Lemma 5 The optimal cooperating set for the line network as described above is given by the set of all relay nodes located between the source and the destination.

To get an idea of the reduction in delay achieved by using mutual information accumulation over traditional routing, consider the line network example above with $n$ nodes placed between $s$ and $d$ at equal distance such that $d_{i, i+1}=1$ for all $i$. Also, suppose the transmission capacity on link $i-j$ is given by $C_{i j}=\frac{\gamma P}{d_{i j}^{2}}$ where $\gamma>0$ is a constant. Then the capacity of link $s-1$ is $\gamma P$, the capacity of link $s-2$ is $\frac{\gamma P}{4}$, the capacity of link $s-3$ is $\frac{\gamma P}{9}$, and so on. Define $\theta \triangleq \gamma P$. Then, the minimum delay for routing with mutual information accumulation is given by $\sum_{i=0}^{n} \Delta_{i}$ where:

$$
\begin{aligned}
\Delta_{0} & =\frac{I_{\max }}{C_{s 1}}=\frac{I_{\max }}{\theta}, \Delta_{1}=\frac{I_{\max }-\Delta_{0} C_{s 2}}{C_{12}}=\frac{I_{\max }-\Delta_{0} \frac{\theta}{4}}{\theta} \\
& \vdots \\
\Delta_{n} & =\frac{I_{\max }-\sum_{i=0}^{n-1} \Delta_{i} C_{i, n+1}}{C_{n, n+1}}=\frac{I_{\max }-\sum_{i=0}^{n-1} \Delta_{i} \frac{\theta}{(n+1-i)^{2}}}{\theta}
\end{aligned}
$$

For simplicity, let us ignore the contribution of nodes that are more than 3 units away from a receiver. Then, we have:

$$
\begin{aligned}
\sum_{i=0}^{n} \Delta_{i} & =\frac{(n+1) I_{\max }-\frac{\theta}{4} \sum_{i=0}^{n-1} \Delta_{i}-\frac{\theta}{9} \sum_{i=0}^{n-2} \Delta_{i}}{\theta} \\
\Rightarrow \sum_{i=0}^{n} \Delta_{i} & =\frac{(n+1) I_{\max }+\frac{\theta}{4} \Delta_{n}+\frac{\theta}{9}\left(\Delta_{n}+\Delta_{n-1}\right)}{\theta\left(1+\frac{1}{4}+\frac{1}{9}\right)}<\frac{(n+1) I_{\max }+\frac{\theta}{4} \Delta_{0}+\frac{\theta}{9} 2 \Delta_{0}}{\theta\left(1+\frac{1}{4}+\frac{1}{9}\right)} \\
& =\frac{I_{\max }}{\theta}\left(\frac{n+1+\frac{1}{4}+\frac{2}{9}}{1+\frac{1}{4}+\frac{1}{9}}\right)
\end{aligned}
$$

where we used the fact that $\Delta_{n}, \Delta_{n-1}<\Delta_{0}$. The minimum delay for traditional routing is simply $(n+1) \Delta_{0}=(n+1) \frac{I_{\text {max }}}{\theta}$. Thus, for this network, the delay under mutual information accumulation is smaller than that under traditional routing at least by a factor $\frac{n+1+\frac{1}{4}+\frac{2}{9}}{(n+1)\left(1+\frac{1}{4}+\frac{1}{9}\right)}$ that approaches $\frac{36}{49}=73 \%$ for large $n$.

### 5.4 Minimum Energy Routing with Delay Constraint

Next, we consider the second problem of minimizing the sum total energy to transmit a packet from the source to destination using mutual information accumulation subject to a given delay constraint $D_{\max }$. This problem is more challenging than problem (5.1) since in addition to optimizing over the cooperating relay set and the order of transmission, it also involves determining the PSD values to be used for each node. Further, a cooperating relay node may need to transmit at different PSD levels in different stages of the transmission schedule.

### 5.4.1 Problem Formulation

Consider a transmission strategy (similar to the one discussed in Sec. 5.3.1) that is described by a cooperating relay set $\mathcal{R}$ of size $|\mathcal{R}|=k$ and a decoding order $\mathcal{O}$. Let the terms $\Delta_{j}$ and $A_{i j}$ be defined in a similar fashion. Also, let $P_{i j}$ denote the PSD at which node $i$ transmits in stage $j$. Then for any transmission strategy $\mathcal{G}$ that uses the subset of relay nodes $\mathcal{R}$ with an ordering $\mathcal{O}$, the minimum sum total energy to transmit a packet from source to destination subject to the delay constraint $D_{\max }$ is given by the solution to the following optimization problem:

$$
\begin{align*}
\text { Minimize: } & \sum_{j=0}^{k} \sum_{i=0}^{j} A_{i j} P_{i j} \\
\text { Subject to: } & \sum_{j=0}^{k} \Delta_{j} \leq D_{\max } \\
& \sum_{i=0}^{m-1} \sum_{j=0}^{m-1} A_{i j} C_{i m}\left(P_{i j}\right) \geq I_{\max } \forall m \in\{1, \ldots, k+1\} \\
& \sum_{i=0}^{j} A_{i j} \leq \Delta_{j} \forall j \in\{0,1,2, \ldots, k\} \\
& A_{i j}, P_{i j} \geq 0 \forall i \in\{0,1,2, \ldots, k\}, j \in\{0,1, \ldots, k\} \\
& A_{i j}=0, P_{i j}=0 \forall i>j, \Delta_{j} \geq 0 \forall j \in\{0,1,2, \ldots, k\} \tag{5.9}
\end{align*}
$$

where the first constraint represents requirement that the total delay must not exceed $D_{\text {max }}$. The second constraint captures the requirement that node $m$ in the ordering must accumulate at least $I_{\max }$ amount of mutual information by the end of stage $m-1$ using all transmissions in all stages up to stage $m-1$. In the second constraint, $C_{i m}\left(P_{i j}\right)$ denotes
the transmission capacity of link $i-m$ in stage $j$ and it is a function of $P_{i j}$, the PSD of node $i$ in stage $j$. Note that (5.9) is not a linear program in general, since the $C_{i m}\left(P_{i j}\right)$ may be non-linear in $P_{i j}$. Also note that the solution to (5.9) may result in a decoding order that is different from $\mathcal{O}$ in which case that decoding order is infeasible.

### 5.4.2 Characterizing the Optimal Solution of (5.9)

Let $\mathcal{R}_{\text {opt }}$ denote the subset of relay nodes that take part in the routing process in the optimal solution. Let $k=\left|\mathcal{R}_{\text {opt }}\right|$ be the size of this set. Also, let $\mathcal{O}_{\text {opt }}$ be the optimal ordering. Note that, by definition, each node in $\mathcal{R}_{\text {opt }}$ transmits for a non-zero duration (else, we can remove it from the set without affecting the sum total energy). Finally, let $P_{i j}^{\text {opt }}$ denote the optimal PSD used by node $i$ in stage $j$. Then, similar to Theorem 6 , we have the following:

Theorem 7 Under the optimal solution to the minimum sum total energy subject to delay constraint problem (5.9), in each stage $j$, it is optimal for only one node to transmit, and that node is node $j$.

Proof 6 The proof is similar to the proof of Theorem 6 and is omitted for brevity.

Although Theorem 7 simplifies the optimization problem (5.9), it cannot be solved using the greedy transmission strategy applied over all subsets as discussed in Sec. 5.3.3. This is because the transmission order generated by the greedy strategy depends on the power levels used. For general non-linear rate-power functions, different power levels can give rise to different decoding orders for the same relay set under the greedy strategy (see Appendix D. 3 for an example). Thus, solving (5.9) may involve searching over all
possible orderings of all possible subsets. However, for the special, yet important case of linear rate-power functions, this problem can be simplified considerably. A linear ratepower function is a good approximation for the low SNR regime. For example, in sensor networks where bandwidth is plentiful and power levels are small, it is reasonable to assume that the nodes operate in the low SNR regime. In the following, we will assume that the transmission capacity $C_{i j}\left(P_{i}\right)$ on link $i-j$ is given by $C_{i j}\left(P_{i j}\right)=\gamma P_{i} h_{i j}$ (in units of bits $/ \mathrm{sec} / \mathrm{Hz}$ ) where $\gamma$ is a constant and $P_{i}$ is the PSD of node $i$. Then, we have the following:

Theorem 8 For linear rate-power functions, the decoding order of nodes in the optimal set $\mathcal{R}_{\text {opt }}$ under the greedy transmission strategy is the same for all non-zero power allocations. Further, the sum total power required to transmit a packet from the source to the destination is the same for all non-zero power allocations.

Proof 7 We prove by induction. Consider any non-zero power allocation used by the nodes in $\mathcal{R}_{\text {opt }}$. The source is the first node to transmit. Let it be indexed by 0. Also, suppose the source uses PSD $P_{0}>0$. Under the greedy transmission strategy, the source continues to transmit until any node can decode the packet. This node is the one that minimizes $\Delta_{0}=\frac{I_{\text {max }}}{C_{0 i}\left(P_{0}\right)}=\frac{I_{\text {max }}}{\gamma P_{0} h_{0 i}}$ over all $i \in \mathcal{R}_{\text {opt }}$, which is the time to decode the packet. Clearly, this node is the same for all $P_{0}>0$. Let it be indexed by 1. Also, we have that:

$$
\Delta_{0}=\frac{I_{\max }}{\gamma P_{0} h_{01}} \Rightarrow \Delta_{0} P_{0}=\frac{I_{\max }}{\gamma h_{01}}
$$

which shows that the total power used in stage 0 is independent of $P_{0}$. Next, let the PSD of node 1 be $P_{1}$. Then, in stage 1 under the greedy transmission strategy, node 1 transmits until any node that does not have the packet yet can decode it. This node is the one that minimizes over all $i \in \mathcal{R}_{\text {opt }} \backslash\{1\}$ :

$$
\frac{I_{\max }-\Delta_{0} C_{0 i}\left(P_{0}\right)}{C_{1 i}}=\frac{I_{\max }-\Delta_{0} \gamma P_{0} h_{0 i}}{\gamma P_{1} h_{1 i}}=\frac{I_{\max }\left(1-\frac{h_{0 i}}{h_{01}}\right)}{\gamma P_{1} h_{1 i}}
$$

Clearly, this node is the same for all $P_{1}>0$. Let it be indexed by 2. Also, we have that:

$$
\Delta_{1}=\frac{I_{\max }\left(1-\frac{h_{02}}{h_{01}}\right)}{\gamma P_{1} h_{12}} \Rightarrow \Delta_{1} P_{1}=\frac{I_{\max }\left(1-\frac{\left.h_{02}\right)}{\gamma h_{01}}\right.}{\gamma h_{12}}
$$

which shows that the total power used in stage 1 is independent of $P_{0}$ and $P_{1}$.
Now suppose this holds for all stages $\{0,1,2, \ldots, j-1\}$ where $j-1<k$. We show that it also holds for stage $j$. Let the PSD of node $j$ be $P_{j}$. Under the greedy strategy, node $j$ continues to transmit in stage $j$ until any node that does not have the packet yet can decode $i t$. This node is the one that minimizes over all $i \in \mathcal{R}_{\text {opt }} \backslash\{1,2, \ldots, j\}$ :

$$
\frac{I_{m a x}-\sum_{m=0}^{j-1} \Delta_{m} C_{m i}\left(P_{m}\right)}{C_{j i}\left(P_{j}\right)}=\frac{I_{\max }-\gamma \sum_{m=0}^{j-1} \Delta_{m} P_{m} h_{m i}}{\gamma P_{j} h_{j i}}
$$

From the induction hypothesis, we know that each of the terms $\Delta_{m} P_{m}$ for all $m \in$ $\{0,1, \ldots, j-1\}$ is independent of the power levels $P_{m}$. Thus, we have that the node
that minimizes the expression above is the same for all $P_{j}>0$. Further, the total power used in stage $j$ is given by

$$
\Delta_{j} P_{j}=\frac{I_{m a x}-\gamma \sum_{m=0}^{j-1} \Delta_{m} P_{m} h_{m i}}{\gamma h_{j i}}
$$

which is independent of $P_{0}, P_{1}, \ldots, P_{m}$. This proves the Theorem.

### 5.4.3 A Greedy Algorithm

Theorem 8 suggests a simple method for computing the optimal solution to (5.9) when the rate-power function is linear. Specifically, we start by setting all PSD levels to the same value, say some $P>0$. From Theorem 8, we know that the sum total power required to transmit a packet from the source to the destination is the same for all non-zero power allocations. Then, solving (5.9) is equivalent to solving the minimum delay problem (5.1) with given power levels, except the delay constraint. This can be done using the greedy strategy described in Sec. 5.3.3. If the solution obtained satisfies the delay constraint $D_{\max }$, then we are done. Else, suppose we get a delay $D>D_{\max }$. Then, we can scale up the power level $P$ by a factor $\frac{D}{D_{\max }}$ and scale down the duration of each stage $\Delta_{j}$ by the same factor. This ensures that the delay constraint is met while the sum total power used remains the same.

### 5.5 Minimum Delay Broadcast

Next, we consider the problem of minimum delay broadcast for the network model described in Sec. 5.2. In this problem, starting with the source node, the goal is to deliver the packet to all nodes in the network in minimum time with mutual information accumulation. We assume that there are $n$ nodes in the network other than the source. Similar problems have been considered in [ACGW04, MY04a, SMS07] which focus on energy accumulation and where the goal is to broadcast the packet to all nodes using minimum sum total energy.

### 5.5.1 Timeslot and Transmission Structure

For the minimum delay broadcast problem, the transmission strategy and resulting time timeslot structure under a general policy is similar to the one discussed for the minimum delay routing problem in Sec. 5.3.1. Specifically, let $\mathcal{O}$ be the ordering of the $n$ nodes that represents the sequence in which they successfully decode the packet under a given strategy. Without loss of generality, let the nodes in the ordering $\mathcal{O}$ be indexed as $1,2,3, \ldots, n$. Also, let the source $s$ be indexed as 0 . Initially, only the source has the packet. Let $t_{0}$ be the time when it starts its transmission and let $t_{1}, t_{2}, \ldots, t_{n}$ denote the times when nodes $1,2, \ldots, n$ in the ordering $\mathcal{O}$ accumulate enough mutual information to decode the packet. We say that the transmission occurs over $n$ stages, where stage $j, j \in\{0,1,2, \ldots, n-1\}$ represents the interval $\left[t_{j}, t_{j+1}\right]$. Note that in any stage $j$, the first $j$ nodes in the ordering $\mathcal{O}$ and the source have the fully decoded packet. Thus, any subset of these nodes (including potentially all of them) may transmit during this
stage. For each $j$, define the duration of stage $j$ as $\Delta_{j}=t_{j+1}-t_{j}$. Also, let $A_{i j}$ denote the transmission duration for node $i$ in stage $j$. As before, we have that $A_{i j}=0$ if $i>j$, else $A_{i j} \geq 0$. The total time to deliver the packet to all the $n$ nodes is given by $T_{t o t}=t_{n}-t_{0}=\sum_{j=0}^{n-1} \Delta_{j}$.

### 5.5.2 Problem Formulation

For any transmission strategy that results in the decoding order $\mathcal{O}$, the minimum delay for broadcast is given by the solution to the following optimization problem:

$$
\begin{array}{ll}
\text { Minimize: } & T_{\text {tot }}=\sum_{j=0}^{n-1} \Delta_{j} \\
\text { Subject to: } & \sum_{i=0}^{m-1} \sum_{j=0}^{m-1} A_{i j} C_{i m} \geq I_{\max } \forall m \in\{1,2, \ldots, n\} \\
& \sum_{i=0}^{j} A_{i j} \leq \Delta_{j} \forall j \in\{0,1,2, \ldots, n-1\} \\
& A_{i j} \geq 0 \forall i \in\{0,1,2, \ldots, n-1\}, j \in\{0,1,2, \ldots, n-1\} \\
& A_{i j}=0 \forall i>j \\
& \Delta_{j} \geq 0 \forall j \in\{0,1,2, \ldots, n-1\} \tag{5.10}
\end{array}
$$

This is similar to (5.1) except that the set $\mathcal{R}$ contains all $n$ nodes and that $d$ is not necessarily the last node to decode the packet. Similar to (5.1), the first constraint captures the requirement that node $m$ in the decoding order $\mathcal{O}$ must accumulate at least $I_{\max }$ amount of mutual information by the end of stage $m-1$ using transmissions in all stages up to stage $m-1$. The second constraint means that in every stage $j$, the total transmission time for all nodes that have the fully decoded packet in that stage cannot
exceed the length of that stage. We note that the solution to (5.10) may result in a decoding order that is different from $\mathcal{O}$. In that case, the decoding order $\mathcal{O}$ is infeasible.

Similar to (5.1), the above problem is a linear program and thus can be solved efficiently for a given ordering $\mathcal{O}$. This is the approach taken in [MY04a] (with energy accumulation instead of mutual information accumulation, and with the objective of minimizing total energy for broadcast instead of delay) that proposes solving such a linear program for every possible ordering of the $n$ nodes, resulting in $n$ ! linear programs. In the next section, we show that the above computation can be simplified by making use of a structural property of the optimal solution that is similar to the results of Theorems 6 and 7. This results in a greedy algorithm that does not require solving such linear programs to compute the optimal solution.

### 5.5.3 Characterizing the Optimal Solution of (5.10)

Let $\mathcal{O}_{\text {opt }}$ be the decoding order under the optimal solution. Suppose the the nodes in the ordering are labeled as $\{0,1,2, \ldots, n-1, n\}$ with 0 being the source node. Then, similar to Theorems 6 and 7 , we have the following:

Theorem 9 Under the optimal solution to the minimum delay broadcast problem (5.10), in each stage $j$, it is optimal for at most one node to transmit.

While Theorem 9 states that under the optimal solution, at most one node transmits in each stage $j$, unlike Theorems 6 and 7 , it does not say that this node must be node $j$. In fact, this node could be any one of the nodes that have the full packet. Let $r_{j}$ be the node that transmits in stage $j$. Then, using Theorem 9 , we have that $r_{j} \in\{0,1,2, \ldots, j\}$.


Figure 5.5: Optimal timeslot and transmission structure for minimum delay broadcast. In each stage, at most one node from the set of nodes that have the full packet transmits.

The optimal timeslot structure for the minimum delay broadcast problem is shown in Fig. 5.5. Note that unlike Fig. 5.3, here it is possible for a node to transmit more than once over the course of the broadcast.

This property does not reduce the complexity of finding the optimal solution from $O(n!)$ linear programs to $O\left(2^{n}\right)$. However, as we show in Sec. 5.5.5, it still leads to a greedy algorithm to find the optimal solution that does not require solving $n$ ! linear programs like [MY04a].

### 5.5.4 Proof of Theorem 9

The proof is similar to the proof of Theorem 6 and therefore, we only provide a sketch here, highlighting the main differences.

Note that Theorem 9 trivially holds in stage 0 (since only the source has the full packet in this stage). Next, similar to Theorem 6, in the last stage (i.e., stage $(n-1)$ ), only the node with the best link (in terms of transmission capacity) to node $n$ in the ordering $\mathcal{O}_{\text {opt }}$ should transmit in order to minimize the total delay. Let this node be
labeled $r_{n-1}$. However, unlike Theorem 6, we cannot claim that this node must be node $n-1$ in the ordering $\mathcal{O}_{\text {opt }}$. This is because while $r_{n-1}$ has the best link to $n$, it does not necessarily have the best links to all those nodes in the decoding order $\mathcal{O}_{\text {opt }}$ that come after $r_{n-1}$. Thus $r_{n-1}$ could be any one of $\{0,1,2, \ldots, n-1\}$. This shows that under the optimal solution, in the last stage ( $n-1$ ), only one node $r_{n-1}$ transmits. Using induction, we can show that in every prior stage $(n-j)$ where $1<j<n$, at most one node needs to transmit.

Consider the $(n-2)^{t h}$ stage. At time $t_{n-2}$, all nodes except $n-1$ and $n$ have decoded the packet. Let the mutual information state at nodes $n-1$ and $n$ at time $t_{n-2}$ be $I_{n-1}\left(t_{n-2}\right)$ and $I_{n}\left(t_{n-2}\right)$ respectively. Also, suppose in the $(n-2)^{t h}$ stage, relay nodes $1,2, \ldots, n-2$ and the source transmit a fraction $\alpha_{1}^{n-2}, \alpha_{2}^{n-2}, \ldots, \alpha_{n-2}^{n-2}$ and $\alpha_{0}^{n-2}$ of the total duration of stage $(n-2)$, i.e., $\Delta_{n-2}$, respectively. Note that these fractions must add to 1 since it is suboptimal to have any idle time (where no one is transmitting). Then, the optimal solution must solve the following optimization problem:

$$
\begin{array}{ll}
\text { Minimize: } & \Delta_{n-2}+\Delta_{n-1} \\
\text { Subject to: } & I_{n-1}\left(t_{n-2}\right)+\Delta_{n-2} \sum_{i=0}^{n-2} \alpha_{i}^{n-2} C_{i, n-1} \geq I_{\max } \\
& I_{n}\left(t_{n-2}\right)+\Delta_{n-2} \sum_{i=0}^{n-2} \alpha_{i}^{n-2} C_{i n}+\Delta_{n-1} C_{r_{n-1}, n} \geq I_{\max } \\
& 0 \leq \alpha_{0}^{n-2}, \alpha_{1}^{n-2}, \ldots, \alpha_{n-2}^{n-2} \leq 1 \\
& \sum_{i=0}^{n-2} \alpha_{i}^{n-2}=1 \\
& \Delta_{n-2} \geq 0, \Delta_{n-1} \geq 0 \tag{5.11}
\end{array}
$$

Here, the first constraint states that node $n-1$ must accumulate at least $I_{\text {max }}$ bits of mutual information by the end of stage $(n-2)$. The second constraint states that node $n$ must accumulate at least $I_{\max }$ bits of mutual information by the end of stage $(n-1)$. Note that in the last term of the left hand side of the second constraint, we have used the fact that only node $r_{n-1}$ transmits during stage ( $n-1$ ).

It is easy to see that under the optimal solution, the first and second constraints must be met with equality. This simply follows from the definition of the beginning of any stage $j$ as the time when node $j$ has just decoded the packet. Next, let $\beta_{i}=\Delta_{n-2} \alpha_{i}^{n-2}$ for all $i \in\{0,1,2, \ldots, n-2\}$. Since $\sum_{i=0}^{n-2} \alpha_{i}^{n-2}=1$, we have that $\sum_{i=0}^{n-2} \beta_{i}=\Delta_{n-2}$ and (5.11) is equivalent to:

$$
\begin{array}{ll}
\text { Minimize: } & \sum_{i=0}^{n-2} \beta_{i}+\Delta_{n-1} \\
\text { Subject to: } & I_{n-1}\left(t_{n-2}\right)+\sum_{i=0}^{n-2} \beta_{i} C_{i, n-1}=I_{\max } \\
& I_{n}\left(t_{n-2}\right)+\sum_{i=0}^{n-2} \beta_{i} C_{i n}+\Delta_{n-1} C_{r_{n-1}, n}=I_{\max } \\
& \Delta_{n-1} \geq 0, \beta_{i} \geq 0 \quad \forall i \in\{0,1,2, \ldots, n-2\} \tag{5.12}
\end{array}
$$

Note that problems (5.11) and (5.12) are equivalent because we can transform (5.12) to the original problem by using the relations $\Delta_{n-2}=\sum_{i=0}^{n-2} \beta_{i}$ and $\alpha_{i}^{n-2}=\frac{\beta_{i}}{\Delta_{n-2}}$. In the degenerate case where $\Delta_{n-2}=0$, we have that no node transmits in stage $(n-2)$, so that Theorem 9 holds.

Using similar arguments as in Theorem 6, it can be shown that when $\Delta_{n-2}>0$, then in the optimal solution exactly one of the fractions $\alpha_{0}^{n-2}, \alpha_{1}^{n-2}, \ldots, \alpha_{n-2}^{n-2}$ is equal to 1 and
rest must be 0 . This implies that only one node transmits in this stage. Combining with the case where $\Delta_{n-2}=0$, we have that at most one node transmits in stage $(n-2)$. We label this node as $r_{n-2}$. Note that $r_{n-2}$ could be any one of $\{0,1,2, \ldots, n-2\}$.

Using induction, it can be shown that in every stage $(n-j), 2<j<n$, at most one node labeled $r_{n-j}$ transmits. Further, $r_{n-j}$ could be any one of $\{0,1,2, \ldots, n-j\}$. This proves the Theorem.

### 5.5.5 A Greedy Algorithm

Theorem 9 can be used to construct the following greedy algorithm for computing the optimal solution to (5.10). The algorithm operates over $n$ stages. In each stage $j$, $0 \leq j \leq n-1$, the algorithm performs $(j+1)$ ! separate runs as discussed below. Let $\mathcal{S}_{i j}$ denote the set of nodes that have the full packet at the end of the $i^{\text {th }}$ run of stage $j$. Then, each run in stage $j+1$ corresponds to selecting one transmitter from each $\mathcal{S}_{i j}$ and having that node transmit until a new node decodes the packet. Thus, the number of nodes with the full packet increases by one at the end of each run. We will show that the size of $\mathcal{S}_{i j}$ is equal to $\left\|\mathcal{S}_{i j}\right\|=j+2$ for all $i, j$. Further, there are $(j+1)$ ! distinct such sets. Thus, the total number of runs in stage $j+1$ becomes $(j+2) \times(j+1)!=(j+2)!$.

To see this, note that we start at stage 0 with only the source having the full packet and perform only one run. At the end of this stage, suppose node 1 has the packet. Thus, $\mathcal{S}_{10}=\{s, 1\}$ and has size $0+2=2$. In next stage (i.e., stage 1 ), we perform $2!=2$ separate runs as follows. In the first run, $s$ is chosen as the transmitter for stage 1 and continues to transmit until another node (say $x$ ) gets the packet. This yields $\mathcal{S}_{11}=\{s, 1, x\}$. In the second run, 1 is chosen as the transmitter for stage 1 and continues to transmit until
another node (say $y$ ) gets the packet. This yields $\mathcal{S}_{21}=\{s, 1, y\}$. Thus, at the end of stage 1 , we have $2!=2$ sets, $\mathcal{S}_{11}$ and $\mathcal{S}_{21}$, of size $1+2=3$ each.

This procedure is repeated in stage 2 resulting in 3 runs starting with $\mathcal{S}_{11}$ and 3 runs starting with $\mathcal{S}_{21}$. Thus, in stage 2 , the algorithm performs $(2+1)!=6$ runs and yields $3!=6$ sets, $\mathcal{S}_{13}, \mathcal{S}_{23}, \ldots, \mathcal{S}_{63}$, each of size $2+2=4$, at the end of stage 2 . In the same way, it can be shown that in stage $j$, the algorithm starts with $j$ ! sets of size $j+1$ each, performs $(j+1)$ ! runs and results in $(j+1)$ ! sets, each of size $j+2$.

The algorithm terminates after stage $(n-1)$ where it performs $n$ ! runs and when all nodes decode the packet. The optimal solution is obtained by picking the sequence of transmitting nodes that yields the minimum delay.

It can be seen that the complexity of this algorithm is $O(n!)$ Essentially, this algorithm performs an exhaustive search over all possible feasible decoding orderings. This corresponds to searching over all possible values of $r_{j} \in\{s, 1,2, \ldots, j\}$ in every stage $j$ (See Fig. 5.5). However, unlike [MY04a], it does not require solving any linear programs.

### 5.6 Distributed Heuristics and Simulations

The greedy algorithm presented in Sec. 5.3.3 to compute the optimal solution to problem (5.1) has an exponential computational complexity and is centralized. In this section, we present two simple heuristics that can be implemented in polynomial time and in a distributed fashion. We compare the performance of these heuristics with the optimal solution on general network topologies. We also show the performance of the traditional minimum delay route that does not use mutual information accumulation.

Heuristic 1: Here, first the traditional minimum delay route is computed using, say, Dijkstra's shortest path algorithm on the weighted graph (where the weight $w_{i j}$ of link $i-j$ is defined as the time required to deliver a packet from $i$ to $j$, i.e., $\left.w_{i j}=\frac{I_{\max }}{C_{i j}}\right)$. Let $\mathcal{M}$ denote the set of relay nodes that form this minimum delay shortest path. Then the greedy algorithm as described in Sec. 5.3 .3 is applied on the set of nodes in $\mathcal{M}$. Note that we are not searching over all subsets of $\mathcal{M}$. It may be possible to get further gains by searching over all subsets of $\mathcal{M}$, but the worst case complexity of doing so would again be exponential. Our goal here is to develop polynomial time algorithms. Thus, the complexity of this heuristic is same as that of any shortest path algorithm, i.e., $O\left(|\mathcal{M}|^{2}\right)$.

Heuristic 2: Here, we start with $\mathcal{M}$ as the initial cooperative set. Then, while applying the greedy algorithm of Sec. 5.3 .3 , if other nodes that are not in $\mathcal{M}$ happen to decode the packet before the next node (where the next node is defined as that node in $\mathcal{M}$ that would decode the packet if the current transmitter continued its transmission), then these nodes are added to the cooperative set if they have a better channel to the next node than the current transmitter. The intuition behind this heuristic is that while $\mathcal{M}$ is expected to be a good cooperative set, this allows the algorithm to explore more nodes and potentially improve over Heuristic 1.

### 5.6.1 Simulation Results

In our simulations, we consider a network of a source, destination, and $n$ relay nodes located in a $10 \times 10$ area. The location of source $(1.0,2.0)$ and destination $(8.0,8.0)$ is fixed while the locations of the other nodes are chosen uniformly at random. The link gain $h_{i j}$ between any two nodes $i$ and $j$ is chosen from a Rayleigh distribution with mean 1.


Figure 5.6: A 25 node network where the routes for traditional minimum delay, Heuristics 1 and 2, and optimal mutual information accumulation are shown.

For simplicity, all nodes have the same normalized PSD of 1 . Also, $W=1$ and $I_{\max }=1$. The transmission capacity of link $i-j$ is assumed to be $C_{i j}=\log _{2}\left(1+\frac{h_{i j}}{d_{i j}^{\alpha}}\right)$ where $d_{i j}$ is the distance between nodes $i$ and $j$ and $\alpha$ is the path loss exponent. We choose $\alpha=3$ for all simulations.

In the first simulation, $n=25$ and the network topology is fixed as shown in Fig. 5.6. We then compute the traditional minimum delay route and the optimal solution for routing with mutual information accumulation using the greedy algorithm of Sec. 5.3.3. We also implement Heuristics 1 and 2 on this network. Fig. 5.6 shows the results. It is seen that the traditional minimum delay route is given by $[s, 1,9,22,19,23,25,18,10, d]$ while the optimal mutual information accumulation route (according to the decoding order) is given by $[s, 1,9,22,19,16,24,17,12,23,25,18,10, d]$. The decoding order of nodes under Heuristic 1 is same as that under the traditional minimum delay route while that


Figure 5.7: The CDF of the ratio of the minimum delay under the two heuristics and the traditional shortest path to the minimum delay under the optimal mutual information accumulation solution.
under Heuristic 2 is given by $[s, 1,9,22,19,16,23,25,18,10, d]$. The total delay under traditional minimum delay routing, Heuristic 1, Heuristic 2, and optimal mutual information accumulation routing was found to be $29.84,23.73,22.99$ and 22.19 seconds respectively.

This example demonstrates that the optimal route under mutual information accumulation can be quite different from the traditional minimum delay path. It is also interesting to note that the set of nodes in $\mathcal{M}$ is a subset of the cooperative relay set in this example. However, this does not hold in general. We also note that the delay under both Heuristics 1 and 2 is close to the optimal value. Finally, while Heuristic 1 only uses the nodes in $\mathcal{M}$, Heuristic 2 explores more and ends up using node 16 as well.

In the second simulation, we choose $n=20$. The source and destination locations are fixed as before but the locations of the relay nodes are varied randomly over 100 instances. For each topology instance, we compute the minimum delay obtained by these

4 algorithms. In Fig. 5.7, we plot the cumulative distribution function (CDF) of the ratio of the minimum delay under the two heuristics and the traditional shortest path to the minimum delay under the optimal mutual information accumulation solution. From this, it can be seen that both Heuristic 1 and 2 perform quite well over general network topologies. In fact, they are able to achieve the optimal performance $40 \%$ and $60 \%$ of the time respectively. Further, they are within $10 \%$ of the optimal at least $90 \%$ of the time and within $15 \%$ of the optimal at least $99 \%$ of the time. Also, Heuristic 2 is seen to outperform Heuristic 1 in general. Finally, the average delay gain in routing with mutual information accumulation over traditional shortest path was found to be $77 \%$.

### 5.7 Chapter Summary

In this chapter, we considered three problems involving optimal routing and scheduling over a multi-hop wireless network using mutual information accumulation. We formulated the general problems as combinatorial optimization problems and then made use of several structural properties to simplify their solutions and derive optimal greedy algorithms. A key feature of these algorithms is that unlike prior works on these problems, they do not require solving any linear programs to compute the optimal solution. While these greedy algorithms still have exponential complexity, they are significantly simpler than prior schemes and allows us to compute the optimal solution as a benchmark. We also proposed two simple and practical heuristics that exhibit very good performance when compared to the optimal solution.

In this work, our focus has been on the "one-shot" problem of optimal routing/broadcasting of a single packet in a static wireless network. An immediate future work involves investigating the throughput region associated with both single and multiple flows in a time-varying network when mutual information accumulation is used.

## Chapter 6

## Conclusions

In this thesis, we studied four problems on optimal resource allocation and cross-layer control in cognitive and cooperative wireless networks with time-varying channels. The first three problems investigated different models and capabilities associated with cognition and cooperation in such networks. We first considered the dynamic spectrum access model in a cognitive radio network with primary and secondary users where the primary users are licensed owners of spectrum while the secondary users do no have any such licensed spectrum. The primary users are oblivious to the presence of the secondary users and transmit on their licensed channels whenever they have data to send. The secondary users have imperfect knowledge about the primary users' spectrum usage and must meet a constraint on the maximum time-average rate of collisions for each primary user while seeking transmission opportunities on idle primary channels. In the second problem, we considered a fully cooperative wireless network where the nodes use relay-based cooperative communication to improve each other's transmission rates. Different from the first problem, this can model a cognitive network where there is no such differentiation between primary and secondary users. In the third problem, we considered a cognitive
radio model where the primary users are aware of the presence of the secondary users but have strictly higher priority in accessing their channels. In this scenario, the secondary users can use their resources to improve the transmission rate of the primary user. This can create more opportunities for the secondary users to transmit their own data on the primary channels.

In all of these problems, our goal was to design optimal control algorithms that maximize time-average network utilities (such as throughput) subject to time-average constraints (such as power, reliability, etc.). To this end, we made use of the technique of Lyapunov optimization to design online control algorithms for these problems. The three problems we studied are structurally different from each other. Therefore, the traditional Lyapunov optimization technique had to be adjusted appropriately in order to solve them. In the first problem, we used a greedy drift-plus-penalty minimizing algorithm over every slot. In the second problem, the drift-plus-penalty was minimized over every frame (where each frame consists of two stages). Finally, in the third problem, we used a drift-plus-penalty-ratio minimization approach. Here, the ratio of the expected total drift-plus-penalty over the expected length of a frame is minimized every frame. In all three cases, the resulting algorithms that we developed are greedy and myopic in nature. They can operate without requiring any knowledge of the statistical description of network dynamics (such as fading channels, node mobility, and random packet arrivals) and are provably optimal.

Finally, in the fourth problem, we investigated optimal routing and scheduling in static wireless networks with rateless codes. Rateless codes allow each node of the network to accumulate mutual information with every packet transmission. This enables a
significant performance gain over conventional shortest path routing. Further, it also outperforms cooperative communication techniques that are based on energy accumulation. However, it requires complex and combinatorial networking decisions concerning which nodes participate in transmission, and which decode ordering to use. We formulated the general problems as combinatorial optimization problems and identified several structural properties of the optimal solutions. This enabled us to derive optimal greedy algorithms to solve these problems.
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## Appendix A

## Appendices for Chapter 2

## A. 1 Lyapunov Drift under policy STAT

Here, we use "delayed" queue backlogs to express the Lyapunov drift of the $C N C$ algorithm in a form that fits (2.19). Recall that $R_{n}^{S T A T}(t)$ and $\mu_{n m}^{S T A T}(t)$ denote the resource allocation decisions under the stationary, randomized policy STAT introduced in Sec. 2.5.2. We use the following sample path inequalities. Specifically, for all $t>d$, we have for each secondary user queue $Q_{n}(t)$ and for each collision queue $X_{m}(t)$ :

$$
\begin{aligned}
& Q_{n}(t-d)+d A_{\max } \geq Q_{n}(t) \geq Q_{n}(t-d)-d \\
& X_{m}(t-d)+d \geq X_{m}(t) \geq X_{m}(t-d)-d \rho_{m}
\end{aligned}
$$

These follow by noting that the queue backlog at time $t$ cannot be smaller than the queue backlog at time $(t-d)$ minus the maximum possible departures in duration $(t-d, d)$. Similarly, it cannot be larger than the queue backlog at time $(t-d)$ plus the maximum possible arrivals in duration $(t-d, d)$. Using these in (2.29) and using $\mathbb{E}\left\{R_{n}^{S T A T}(t)\right\}=r_{n}^{*}$ (from (2.25)), we get:

$$
\begin{align*}
\Delta^{C N C}(t) & -V \mathbb{E}\left\{\sum_{n=1}^{N} \theta_{n} R_{n}^{C N C}(t)\right\} \leq B+C_{U}+C_{X} \\
- & \mathbb{E}\left\{\sum_{n=1}^{N} Q_{n}(t-d)\left(\sum_{m=1}^{M} \mu_{n m}^{S T A T}(t) S_{m}(t)-R_{n}^{S T A T}(t)\right)\right\} \\
- & \mathbb{E}\left\{\sum_{m=1}^{M} X_{m}(t-d)\left(\rho_{m} 1_{m}(t)-\hat{C}_{m}^{S T A T}(t)\right)\right\}-V \sum_{n=1}^{N} \theta_{n} r_{n}^{*} \tag{A.1}
\end{align*}
$$

where $C_{U}$ and $C_{X}$ are given by:

$$
\begin{align*}
& C_{U} \triangleq d M N+d A_{\max }^{2} N  \tag{A.2}\\
& C_{X} \triangleq d \sum_{m=1}^{M}\left(1+\rho_{m}^{2}\right) \tag{A.3}
\end{align*}
$$

Using iterated expectations, we have the following:

$$
\begin{align*}
& \mathbb{E}\left\{\sum_{n=1}^{N} Q_{n}(t-d) \sum_{m=1}^{M} \mu_{n m}^{S T A T}(t) S_{m}(t)\right\}= \\
& \mathbb{E}\left\{\sum_{n=1}^{N} Q_{n}(t-d) \times \mathbb{E}\left\{\sum_{m=1}^{M} \mu_{n m}^{S T A T}(t) S_{m}(t) \mid \mathcal{T}(t-d)\right\}\right\}  \tag{A.4}\\
& \mathbb{E}\left\{\sum_{m=1}^{M} X_{m}(t-d)\left(\rho_{m} 1_{m}(t)-\hat{C}_{m}^{S T A T}(t)\right)\right\}= \\
& \mathbb{E}\left\{\sum_{m=1}^{M} X_{m}(t-d) \times \mathbb{E}\left\{\rho_{m} 1_{m}(t)-\hat{C}_{m}^{S T A T}(t) \mid \mathcal{T}(t-d)\right\}\right\} \tag{A.5}
\end{align*}
$$

where $\mathcal{T}(t-d)=(\boldsymbol{H}(t-d), \chi(t-d), \boldsymbol{Q}(t-d))$ represents the composite system state at time $(t-d)$ and includes the topology state and queue backlogs.

By the Markovian property of the $\boldsymbol{H}(t), \chi(t)$ (and therefore $\boldsymbol{P}(t))$ processes, any functionals of these states converge exponentially fast to their steady state values (this is formalized in Appendix A.2). Since the policy STAT makes control decisions only as a function of $\boldsymbol{P}(t)$ and $\boldsymbol{H}(t)$, the resulting allocations are functionals of these Markovian processes. Thus, there exist positive constants $\alpha_{1}, \alpha_{2}$ and $0<\gamma_{1}, \gamma_{2}<1$ such that:

$$
\begin{aligned}
& \mathbb{E}\left\{\sum_{m=1}^{M} \mu_{n m}^{S T A T}(t) S_{m}(t) \mid \mathcal{T}(t-d)\right\} \geq \mu_{n}^{S T A T}-\alpha_{1} \gamma_{1}^{d} \\
& \mathbb{E}\left\{\rho_{m} 1_{m}(t)-\hat{C}_{m}^{S T A T}(t) \mid \mathcal{T}(t-d)\right\} \leq \rho_{m} \nu_{m}-\hat{c}_{m}^{S T A T}+\alpha_{2} \gamma_{2}^{d}
\end{aligned}
$$

where $\mu_{n}^{S T A T}, \hat{c}_{m}^{S T A T}$ are the steady state values as defined in (2.26), (2.27). Using these, the above can be written as:

$$
\begin{align*}
& \mathbb{E}\left\{\sum_{m=1}^{M} \mu_{n m}^{S T A T}(t) S_{m}(t) \mid \mathcal{T}(t-d)\right\} \geq r_{n}^{*}-\alpha_{1} \gamma_{1}^{d}  \tag{A.6}\\
& \mathbb{E}\left\{\rho_{m} 1_{m}(t)-\hat{C}_{m}^{S T A T}(t) \mid \mathcal{T}(t-d)\right\} \leq \alpha_{2} \gamma_{2}^{d} \tag{A.7}
\end{align*}
$$

Thus, using (A.6), (A.7) in (A.4), (A.5), inequality (A.1) can be expressed as:

$$
\begin{aligned}
& \Delta^{C N C}(t)-V \mathbb{E}\left\{\sum_{n=1}^{N} \theta_{n} R_{n}^{C N C}(t)\right\} \\
& \leq B+C_{U}+C_{X}+\mathbb{E}\left\{\sum_{n=1}^{N} Q_{n}(t-d) \alpha_{1} \gamma_{1}^{d}\right\}+\mathbb{E}\left\{\sum_{m=1}^{M} X_{m}(t-d) \alpha_{2} \gamma_{2}^{d}\right\}-V \sum_{n=1}^{N} \theta_{n} r_{n}^{*} \\
& \leq B+C_{U}+C_{X}+N Q_{\max } \alpha_{1} \gamma_{1}^{d}+M X_{\max } \alpha_{2} \gamma_{2}^{d}-V \sum_{n=1}^{N} \theta_{n} r_{n}^{*}
\end{aligned}
$$

The last step follows from the bounds on $Q_{n}(t-d)$ and $X_{m}(t-d)$ established in (2.15) and (2.17).

Define $d_{1}=\frac{\log \left(\alpha_{1} U_{\max }\right)}{\log \left(1 / \gamma_{1}\right)}, d_{2}=\frac{\log \left(\alpha_{2} X_{\max }\right)}{\log \left(1 / \gamma_{2}\right)}$. Then choosing $d=\max \left(d_{1}, d_{2}\right)$, we have:

$$
\begin{equation*}
\Delta^{C N C}(t)-V \mathbb{E}\left\{\sum_{n=1}^{N} \theta_{n} R_{n}^{C N C}(t)\right\} \leq B+C_{U}+C_{X}+N+M-V \sum_{n=1}^{N} \theta_{n} r_{n}^{*} \tag{A.8}
\end{equation*}
$$

Since $Q_{\text {max }}$ and $X_{\text {max }}$ are $O(V)$, we have $d \sim O(\log V)$.

## A. 2 Convergence of Markov Chains

Let $Z(t)$ be a finite state, discrete time ergodic Markov Chain. Let $\mathcal{S}$ denote its state space and let $\left\{\pi_{i}\right\}_{i \in \mathcal{S}}$ be the steady state probability distribution. Then, for all integers $d \geq 0$, there exist constants $\alpha, \gamma$ such that:

$$
\begin{equation*}
\left|\operatorname{Pr}\{Z(t)=j \mid Z(t-d)=i\}-\pi_{j}\right| \leq \alpha \gamma^{d} \tag{A.9}
\end{equation*}
$$

where $\alpha \geq 0$ and $0<\gamma<1$. This implies that the Markov Chain converges to its steady state probability distribution exponentially fast (see [Ros96]).

Let $f(Z(t))$ be a positive random function of $Z(t)$ (negative case can be treated similarly). Define $\bar{f}=\sum_{j \in \mathcal{S}} \pi_{j} m_{j}$ where $m_{j} \triangleq \mathbb{E}\{f(Z(t)) \mid Z(t)=j\}$. Then:

$$
\begin{aligned}
\mathbb{E}\{f(Z(t)) \mid Z(t-d)=i\} & =\sum_{j \in \mathcal{S}} \mathbb{E}\{f(Z(t)) \mid Z(t)=j\} \operatorname{Pr}\{Z(t)=j \mid Z(t-d)=i\} \\
& \leq \sum_{j \in \mathcal{S}} m_{j}\left(\pi_{j}+\alpha \gamma^{d}\right) \quad(\text { using (A.9)) } \\
& \leq \bar{f}+s m_{\max } \alpha \gamma^{d}
\end{aligned}
$$

where $m_{\max } \triangleq \max _{j \in \mathcal{S}} m_{j}$ and $s=\operatorname{card}\{\mathcal{S}\}$. This shows that functionals of the states of a finite state ergodic Markov Chain converge to their steady state value exponentially fast.

## A. 3 On Greedy Maximal Weight Matchings

Here, we prove property (2.31) for Greedy Maximal Weight Matchings (GMM) on a weighted graph. While we need this property to hold only for bipartite graphs, it is true in general for arbitrary graphs with non-negative weights.

Let $G=(V, E)$ be a graph with vertices $V$ and edges $E$. Let $w_{e}$ denote the weight of an edge $e \in E$. We assume that $w_{e} \geq 0 \forall e \in E$. Let $C^{M W M}(G)$ denote the value of the Maximum Weight Match on $G$ and let $n$ be its size. Also, let $C^{G M M}(G)$ denote the value of a Greedy Maximal Weight Match on $G$. Note that the size of any Greedy Maximal Weight Match must be at least $n / 2$. This is true because GMMs have the maximal property, and any maximal match has a size that is at least a factor of 2 away from the size of any other maximal match. We have the following:

Claim: $C^{M W M}(G) \leq 2 C^{G M M}(G)$

Proof: Suppose $w_{1}$ is the weight of the first edge $e_{1}$ that is chosen by the greedy procedure (as described in Sec. 2.6) while constructing a Greedy Maximal Weight Match on $G$. Then we know that $w_{1}$ is also the maximum edge weight in $G$. Once $e_{1}$ is chosen, all edges that share a common vertex with it are labeled "inactive" and are not considered for addition into the match. This means that at most 2 edges of the Maximum Weight Match may be labeled inactive. Further, the sum of their weights cannot exceed $2 w_{1}$. The other $(n-2)$ or more edges of the Maximum Weight Match are candidates for selection during the next iteration of the greedy procedure. This argument can be repeated for each of the first $n / 2$ iterations of the greedy procedure and yields

$$
C^{M W M}(G) \leq 2 \sum_{i=1}^{n / 2} w_{i} \leq 2 C^{G M M}(G)
$$

## Appendix B

## Appendices for Chapter 3

## B. 1 Proof of Theorem 4

Here, we prove Theorem 4 by comparing the Lyapunov drift of the dynamic control algorithm (3.7) with that of an optimal stationary, randomized policy. Let $r_{s}^{*}$ and $e_{i}^{*} \forall i \in$ $\widehat{\mathcal{R}}$ denote the optimal value of the objective in (3.2). Then the following fact can be shown using the techniques developed in [Nee06]

Existence of an Optimal Stationary, Randomized Policy: Assuming i.i.d. $\mathcal{T}(t)$ states, there exists a stationary randomized policy $\pi$ that chooses feasible control action $\mathcal{I}^{\pi}(t)$ and power allocations $P_{i}^{\pi}(t)$ for all $i \in \widehat{\mathcal{R}}$ every slot purely as a function of the current channel state $\mathcal{T}(t)$ and yields the following for some $\epsilon>0$ :

$$
\begin{align*}
& \mathbb{E}\left\{\Phi_{s}^{\pi}(t)\right\} \geq \rho_{s} \lambda_{s}+\epsilon  \tag{B.1}\\
& \mathbb{E}\left\{P_{i}^{\pi}(t)\right\}+\epsilon \leq P_{i}^{\text {avg }}  \tag{B.2}\\
& \alpha_{s} \mathbb{E}\left\{\Phi_{s}^{\pi}(t)\right\}-\sum_{i \in \mathcal{N}} \beta_{i} \mathbb{E}\left\{P_{i}^{\pi}(t)\right\}=\alpha_{s} r_{s}^{*}-\sum_{i \in \mathcal{N}} \beta_{i} e_{i}^{*} \tag{B.3}
\end{align*}
$$

Let $\boldsymbol{Q}(t)=\left(Z_{s}(t), X_{i}(t)\right) \forall i \in \widehat{\mathcal{R}}$ represent the collection of these queue backlogs in timeslot $t$. We define a quadratic Lyapunov function:

$$
L(\boldsymbol{Q}(t)) \triangleq \frac{1}{2}\left[Z_{s}^{2}(t)+\sum_{i \in \widehat{\mathcal{R}}} X_{i}^{2}(t)\right]
$$

Also define the conditional Lyapunov drift $\Delta(\boldsymbol{Q}(t))$ as follows:

$$
\Delta(\boldsymbol{Q}(t)) \triangleq \mathbb{E}\{L(\boldsymbol{Q}(t+1))-L(\boldsymbol{Q}(t)) \mid \boldsymbol{Q}(t)\}
$$

Using queueing dynamics (3.5), (3.6), the Lyapunov drift under any control policy can be computed as follows:

$$
\begin{equation*}
\Delta(\boldsymbol{Q}(t)) \leq B-Z_{s}(t) \mathbb{E}\left\{\Phi_{s}(t)-\rho_{s} A_{s}(t) \mid \boldsymbol{Q}(t)\right\}-\sum_{i \in \widehat{\mathcal{R}}} X_{i}(t) \mathbb{E}\left\{P_{i}^{a v g}-P_{i}(t) \mid \boldsymbol{Q}(t)\right\} \tag{B.4}
\end{equation*}
$$

where $B=\frac{1+\lambda_{s}^{2} \rho_{s}^{2}+\sum_{i \in \hat{\mathcal{R}}}\left(P_{i}^{a v g}\right)^{2}+\left(P^{m a x}\right)^{2}}{2}$.

For a given control parameter $V \geq 0$, from both sides of the above inequality we subtract a "reward" metric $V \mathbb{E}\left\{\alpha_{s} \Phi_{s}(t)-\sum_{i \in \widehat{\mathcal{R}}} \beta_{i} P_{i}(t) \mid \boldsymbol{Q}(t)\right\}$ to get the following:

$$
\begin{align*}
& \Delta(\boldsymbol{Q}(t))-V \mathbb{E}\left\{\alpha_{s} \Phi_{s}(t)-\sum_{i \in \hat{\mathcal{R}}} \beta_{i} P_{i}(t) \mid \boldsymbol{Q}(t)\right\} \leq B-Z_{s}(t) \mathbb{E}\left\{\Phi_{s}(t)-\rho_{s} A_{s}(t) \mid \boldsymbol{Q}(t)\right\} \\
& -\sum_{i \in \hat{\mathcal{R}}} X_{i}(t) \mathbb{E}\left\{P_{i}^{\text {avg }}-P_{i}(t) \mid \boldsymbol{Q}(t)\right\}-V \mathbb{E}\left\{\alpha_{s} \Phi_{s}(t)-\sum_{i \in \widehat{\mathcal{R}}} \beta_{i} P_{i}(t) \mid \boldsymbol{Q}(t)\right\} \tag{B.5}
\end{align*}
$$

From the above, it can be seen that the dynamic control algorithm (3.7) is designed to take a control action that minimizes the right hand side of (B.5) over all possible options every slot, including the stationary policy $\pi$. Thus, using (B.1), (B.2), (B.3), we can write the above as:
$\Delta(\boldsymbol{Q}(t))-V \mathbb{E}\left\{\alpha_{s} \Phi_{s}(t)-\sum_{i \in \widehat{\mathcal{R}}} \beta_{i} P_{i}(t) \mid \boldsymbol{Q}(t)\right\} \leq B-Z_{s}(t) \epsilon-\sum_{i \in \widehat{\mathcal{R}}} X_{i}(t) \epsilon-V \alpha_{s} r_{s}^{*}-\sum_{i \in \widehat{\mathcal{R}}} \beta_{i} e_{i}^{*}$

Theorem 1 now follows by a direct application of the Lyapunov optimization Theorem [GNT06].

## B. 2 Solution to (3.17) using KKT conditions

We ignore the constant terms in the objective. It is easy to see that the first constraint in (3.17) must be met with equality. The Lagrangian is given by:

$$
\begin{aligned}
\mathcal{L}= & \left(X_{s}+V \beta_{s}\right) P_{s}+\sum_{i \in \mathcal{U}_{k}}\left(X_{i}+V \beta_{i}\right) P_{i}-\lambda_{s}\left(P_{s}-P_{s}^{\mathcal{U}_{k}}\right) \\
& -\sum_{i \in \mathcal{U}_{k}} \lambda_{i} P_{i}+\beta_{s}\left(P_{s}-P_{s}^{\max }\right)+\sum_{i \in \mathcal{U}_{k}} \beta_{i}\left(P_{i}-P_{i}^{\text {max }}\right) \\
& +\nu\left[\log \left(1+\theta_{s} P_{s}\right)+\sum_{i \in \mathcal{U}_{k}} \log \left(1+\theta_{i} P_{i}\right)-\frac{m R}{W}\right]
\end{aligned}
$$

where $\theta_{s}=\frac{m}{W}\left|h_{s d}\right|^{2}, \theta_{i}=\frac{m}{W}\left|h_{i d}\right|^{2}$. The KKT conditions for all $i \in \mathcal{U}_{k}$ are [BV04]:

$$
\begin{array}{ll}
\lambda_{s}^{*}\left(P_{s}^{*}-P_{s}^{\mathcal{U}_{k}}\right)=0 & \lambda_{i}^{*} P_{i}^{*}=0 \\
\beta_{s}^{*}\left(P_{s}^{*}-P_{s}^{\max }\right)=0 & \beta_{i}^{*}\left(P_{i}^{*}-P_{i}^{\max }\right)=0 \\
\lambda_{s}^{*}, \lambda_{i}^{*}, \beta_{s}^{*}, \beta_{i}^{*} \geq 0 & \\
\left(X_{s}+V \beta_{s}\right)-\lambda_{s}^{*}+\beta_{s}^{*}+\frac{\nu^{*} \theta_{s}}{1+\theta_{s} P_{s}^{*}}=0 \\
\left(X_{i}+V \beta_{i}\right)-\lambda_{i}^{*}+\beta_{i}^{*}+\frac{\nu^{*} \theta_{i}}{1+\theta_{i} P_{i}^{*}}=0
\end{array}
$$

If $\nu^{*}>0$, then we must have that $\lambda_{s}^{*}-\beta_{s}^{*}>0$ and $\lambda_{i}^{*}-\beta_{i}^{*}>0$ for all $i$. This would mean that $P_{s}^{*}=P_{s}^{\mathcal{U}_{k}}$ and $P_{i}^{*}=0$. For some $\nu^{*} \leq 0$, we have three cases:

1. If $\lambda_{i}^{*}=\beta_{i}^{*}$, we get $P_{i}^{*}=\frac{-\nu^{*}}{X_{i}+V \beta_{i}}-\frac{1}{\theta_{i}}$
2. If $\lambda_{i}^{*}>\beta_{i}^{*}$, then we must have $\lambda_{i}^{*}>0$ and we get $P_{i}^{*}=0$
3. If $\lambda_{i}^{*}<\beta_{i}^{*}$, then we must have $\beta_{i}^{*}>0$ and we get $P_{i}^{*}=P_{i}^{\text {max }}$

Similar results can be obtained for $P_{s}^{*}$. Combining these, we get:

$$
P_{s}^{*}=\left[\frac{-\nu *}{X_{s}+V \beta_{s}}-\frac{1}{\theta_{s}}\right]_{P_{s}^{u_{k}}}^{P_{\text {max }}}, \quad P_{i}^{*}=\left[\frac{-\nu *}{X_{i}+V \beta_{i}}-\frac{1}{\theta_{i}}\right]_{0}^{P_{i}^{\max }}
$$

where $[X]_{0}^{P_{\text {max }}}$ denotes $\min \left[\max (X, 0), P_{\max }\right]$.

## B. 3 Solution to (3.21) using KKT conditions

It is easy to see that the first constraint in (3.21) must be met with equality. The Lagrangian is given by:

$$
\begin{aligned}
\mathcal{L}= & \sum_{i \in \mathcal{R}_{s}}\left(X_{i}+V \beta_{i}\right) P_{i}-\sum_{i \in \mathcal{R}_{s}} \lambda_{i} P_{i}+\sum_{\in \mathcal{R}_{s}} \beta_{i}\left(P_{i}-P_{i}^{\max }\right) \\
& +\nu\left[\sum_{\in \mathcal{R}_{s}} \frac{P_{s}^{2}\left|h_{s i}\right|^{4}+P_{s}\left|h_{s i}\right|^{2} W / m}{\left|h_{s i}\right|^{2} P_{s}+\left|h_{i d}\right|^{2} P_{i}+W / m}-\theta^{\prime}\right]
\end{aligned}
$$

The KKT conditions for all $i \in \mathcal{R}_{s}$ are:

$$
\begin{aligned}
& \lambda_{i}^{*} P_{i}^{*}=0 \quad \beta_{i}^{*}\left(P_{i}^{*}-P_{i}^{\max }\right)=0 \quad \lambda_{i}^{*}, \beta_{i}^{*} \geq 0 \\
& \left(X_{i}+V \beta_{i}\right)-\lambda_{i}^{*}+\beta_{i}^{*}=\frac{\nu^{*}\left|h_{i d}\right|^{2}\left(P_{s}^{2}\left|h_{s i}\right|^{4}+P_{s}\left|h_{s i}\right|^{2} W / m\right)}{\left(\left|h_{s i}\right|^{2} P_{s}+\left|h_{i d}\right|^{2} P_{i}^{*}+W / m\right)^{2}}
\end{aligned}
$$

If $\nu^{*}<0$, then we must have that $\lambda_{i}^{*}-\beta_{i}^{*}>0$ for all $i$. This would mean that $P_{i}^{*}=0$. For some $\nu^{*} \geq 0$, we have three cases:

1. If $\lambda_{i}^{*}=\beta_{i}^{*}$, we get $P_{i}^{*}=\sqrt{\frac{\nu^{*}\left(\left.P_{s}^{2}\left|h_{s i}\right|\right|^{4}+P_{s}\left|h_{s i}\right|^{2} W / m\right)}{\left(X_{i}+V \beta_{i}\right)\left|h_{i d}\right|^{2}}}-\frac{P_{s}\left|h_{s i}\right|^{2}+W / m}{\left|h_{i d}\right|^{2}}$
2. If $\lambda_{i}^{*}>\beta_{i}^{*}$, then we must have $\lambda_{i}^{*}>0$ and we get $P_{i}^{*}=0$
3. If $\lambda_{i}^{*}<\beta_{i}^{*}$, then we must have $\beta_{i}^{*}>0$ and we get $P_{i}^{*}=P_{i}^{\max }$

Combining these, we get:

$$
P_{i}^{*}=\left[\sqrt{\frac{\nu^{*}\left(P_{s}^{2}\left|h_{s i}\right|^{4}+P_{s}\left|h_{s i}\right|^{2} W / m\right)}{\left(X_{i}+V \beta_{i}\right)\left|h_{i d}\right|^{2}}}-\frac{P_{s}\left|h_{s i}\right|^{2}+W / m}{\left|h_{i d}\right|^{2}}\right]_{0}^{P_{i}^{\max }}
$$

where $[X]_{0}^{P_{\text {max }}}$ denotes $\min \left[\max (X, 0), P_{\max }\right]$.

## Appendix C

## Appendices for Chapter 4

## C. 1 Proof of Lemma 3

Let $Q_{s u}^{f a b}(t)$ denote the queue backlog value under the Frame-Based-Drift-Plus-PenaltyAlgorithm for all $t \in\left\{t_{k}, t_{k}+1, \ldots, t_{k+1}-1\right\}$. Then, since the admission control decision (4.15) of the Frame-Based-Drift-Plus-Penalty-Algorithm minimizes the term $\left(Q_{s u}(t)\right.$ $V) R_{s u}(t)$ for all $Q_{s u}(t)$, we have:

$$
\begin{equation*}
\mathbb{E}\left\{\sum_{t=t_{k}}^{t_{k+1}-1}\left(Q_{s u}^{f a b}(t)-V\right) R_{s u}^{a l t}(t) \mid \boldsymbol{Q}\left(t_{k}\right)\right\} \geq \mathbb{E}\left\{\sum_{t=t_{k}}^{t_{k+1}-1}\left(Q_{s u}^{f a b}(t)-V\right) R_{s u}^{f a b}(t) \mid \boldsymbol{Q}\left(t_{k}\right)\right\} \tag{C.1}
\end{equation*}
$$

Note that we are not implementing the admission control decisions of $A L T$ in the left hand side of the above.

Next, we make use of the following sample path relations in (C.1) to prove (4.39). For all $t \in\left\{t_{k}, t_{k}+1, \ldots, t_{k+1}-1\right\}$, the following hold under any control algorithm:

$$
\begin{align*}
& Q_{s u}\left(t_{k}\right) \geq Q_{s u}(t)-\left(t-t_{k}\right) A_{\max }  \tag{C.2}\\
& Q_{s u}\left(t_{k}\right) \leq Q_{s u}(t)+\left(t-t_{k}\right) \mu_{\max } \tag{C.3}
\end{align*}
$$

(C.2) follows by noting that the maximum number of arrivals to the secondary user queue in the interval $\left[t_{k}, \ldots, t\right)$ is at most $\left(t-t_{k}\right) A_{\text {max }}$. Similarly, (C.3) follows by noting that the maximum number of departures from the secondary user queue in the interval $\left[t_{k}, \ldots, t\right)$ is at most $\left(t-t_{k}\right) \mu_{\text {max }}$.

Using (C.2) in the left hand side of (C.1) yields:

$$
\begin{aligned}
& \mathbb{E}\left\{\sum_{t=t_{k}}^{t_{k+1}-1}\left(Q_{s u}^{f a b}(t)-V\right) R_{s u}^{a l t}(t) \mid \boldsymbol{Q}\left(t_{k}\right)\right\} \leq \\
& \mathbb{E}\left\{\sum_{t=t_{k}}^{t_{k+1}-1}\left(Q_{s u}\left(t_{k}\right)-V\right) R_{s u}^{a l t}(t) \mid \boldsymbol{Q}\left(t_{k}\right)\right\}+\mathbb{E}\left\{\sum_{t=t_{k}}^{t_{k+1}-1}\left(t-t_{k}\right) A_{\max } R_{s u}^{a l t}(t) \mid \boldsymbol{Q}\left(t_{k}\right)\right\}
\end{aligned}
$$

Using the fact that $R_{s u}^{a l t}(t) \leq A_{\max }$ and $\sum_{t=t_{k}}^{t_{k+1}-1}\left(t-t_{k}\right)=\frac{T[k](T[k]-1)}{2}$, we get:

$$
\begin{align*}
& \mathbb{E}\left\{\sum_{t=t_{k}}^{t_{k+1}-1}\left(Q_{s u}^{f a b}(t)-V\right) R_{s u}^{a l t}(t) \mid \boldsymbol{Q}\left(t_{k}\right)\right\} \leq \\
& \mathbb{E}\left\{\sum_{t=t_{k}}^{t_{k+1}-1}\left(Q_{s u}\left(t_{k}\right)-V\right) R_{s u}^{a l t}(t) \mid \boldsymbol{Q}\left(t_{k}\right)\right\}+\frac{D A_{\max }^{2}}{2} \tag{C.4}
\end{align*}
$$

Next, using (C.3) in the right hand side of (C.1) yields:

$$
\begin{aligned}
& \mathbb{E}\left\{\sum_{t=t_{k}}^{t_{k+1}-1}\left(Q_{s u}^{f a b}(t)-V\right) R_{s u}^{f a b}(t) \mid \boldsymbol{Q}\left(t_{k}\right)\right\} \geq \\
& \mathbb{E}\left\{\sum_{t=t_{k}}^{t_{k+1}-1}\left(Q_{s u}\left(t_{k}\right)-V\right) R_{s u}^{f a b}(t) \mid \boldsymbol{Q}\left(t_{k}\right)\right\}-\mathbb{E}\left\{\sum_{t=t_{k}}^{t_{k+1}-1}\left(t-t_{k}\right) \mu_{\max } R_{s u}^{f a b}(t) \mid \boldsymbol{Q}\left(t_{k}\right)\right\}
\end{aligned}
$$

Again using the fact that $R_{s u}^{f a b}(t) \leq A_{\max }$ and $\sum_{t=t_{k}}^{t_{k+1}-1}(t-t[k])=\frac{T[k](T[k]-1)}{2}$, we get:

$$
\begin{align*}
& \mathbb{E}\left\{\sum_{t=t_{k}}^{t_{k+1}-1}\left(Q_{s u}^{f a b}(t)-V\right) R_{s u}^{f a b}(t) \mid \boldsymbol{Q}\left(t_{k}\right)\right\} \geq \\
& \mathbb{E}\left\{\sum_{t=t_{k}}^{t_{k+1}-1}\left(Q_{s u}\left(t_{k}\right)-V\right) R_{s u}^{f a b}(t) \mid \boldsymbol{Q}\left(t_{k}\right)\right\}-\frac{D \mu_{\max } A_{\max }}{2} \tag{C.5}
\end{align*}
$$

Using (C.4) and (C.5) in (C.1), we have:

$$
\mathbb{E}\left\{\sum_{t=t_{k}}^{t_{k+1}-1}\left(Q_{s u}\left(t_{k}\right)-V\right) R_{s u}^{a l t}(t) \mid \boldsymbol{Q}\left(t_{k}\right)\right\} \geq \mathbb{E}\left\{\sum_{t=t_{k}}^{t_{k+1}-1}\left(Q_{s u}\left(t_{k}\right)-V\right) R_{s u}^{f a b}(t) \mid \boldsymbol{Q}\left(t_{k}\right)\right\}-C
$$

## C. 2 Proof of Theorem 5, parts (2) and (3)

We prove parts (2) and (3) of Theorem 5 using the technique of Lyapunov optimization. Using (4.14), a bound on the Lyapunov drift under the Frame-Based-Drift-Plus-PenaltyAlgorithm is given by:

$$
\begin{align*}
& \Delta\left(t_{k}\right)-V \mathbb{E}\left\{\sum_{t=t_{k}}^{t_{k+1}-1} R_{s u}^{f a b}(t) \mid \boldsymbol{Q}\left(t_{k}\right)\right\} \leq B+\left(Q_{s u}\left(t_{k}\right)-V\right) \mathbb{E}\left\{\sum_{t=t_{k}}^{t_{k+1}-1} R_{s u}^{f a b}(t) \mid \boldsymbol{Q}\left(t_{k}\right)\right\} \\
& -X_{s u}\left(t_{k}\right) \mathbb{E}\left\{T[k] P_{\text {avg }} \mid \boldsymbol{Q}\left(t_{k}\right)\right\}-\mathbb{E}\left\{\sum_{t=t_{k}}^{t_{k+1}-1}\left(Q_{s u}\left(t_{k}\right) \mu_{s u}^{f a b}(t)-X_{s u}\left(t_{k}\right) P_{s u}^{f a b}(t)\right) \mid \boldsymbol{Q}\left(t_{k}\right)\right\} \tag{C.6}
\end{align*}
$$

Using Lemma 3, we have that:

$$
\mathbb{E}\left\{\sum_{t=t_{k}}^{t_{k+1}-1}\left(Q_{s u}\left(t_{k}\right)-V\right) R_{s u}^{f a b}(t) \mid \boldsymbol{Q}\left(t_{k}\right)\right\} \leq C+\mathbb{E}\left\{\sum_{t=t_{k}}^{t_{k+1}-1}\left(Q_{s u}\left(t_{k}\right)-V\right) R_{s u}^{a l t}(t) \mid \boldsymbol{Q}\left(t_{k}\right)\right\}
$$

Next, note that under the $A L T$ algorithm, we have:

$$
\frac{\mathbb{E}\left\{\sum_{t=t_{k}}^{t_{k+1}-1}\left(Q_{s u}\left(t_{k}\right)-V\right) R_{s u}^{a l t}(t) \mid \boldsymbol{Q}\left(t_{k}\right)\right\}}{\mathbb{E}\left\{T[k] \mid \boldsymbol{Q}\left(t_{k}\right)\right\}} \leq \frac{\mathbb{E}\left\{\sum_{t=t_{k}}^{\hat{t}_{k+1}-1}\left(Q_{s u}\left(t_{k}\right)-V\right) R_{s u}^{s t a t}(t) \mid \boldsymbol{Q}\left(t_{k}\right)\right\}}{\mathbb{E}\left\{\hat{T}[k] \mid \boldsymbol{Q}\left(t_{k}\right)\right\}}
$$

To see this, we have two cases:

1. $Q_{s u}\left(t_{k}\right)>V$ : Then, $R_{s u}^{a l t}(t)=0$ for all $t \in\left\{t_{k}, t_{k}+1, \ldots, t_{k+1}-1\right\}$, so that the left hand side above is 0 while the right hand side is $\geq 0$. Hence, the inequality follows.
2. $Q_{s u}\left(t_{k}\right) \leq V$ : Then, $R_{s u}^{\text {alt }}(t)=A_{s u}(t)$ for all $t \in\left\{t_{k}, t_{k}+1, \ldots, t_{k+1}-1\right\}$, so that the left hand side becomes $\left(Q_{s u}\left(t_{k}\right)-V\right) \lambda_{s u}$ while the right hand side cannot be smaller than $\left(Q_{s u}\left(t_{k}\right)-V\right) \lambda_{s u}$.

Combining these, we get:

$$
\begin{aligned}
& \left(Q_{s u}\left(t_{k}\right)-V\right) \mathbb{E}\left\{\sum_{t=t_{k}}^{t_{k+1}-1} R_{s u}^{f a b}(t) \mid \boldsymbol{Q}\left(t_{k}\right)\right\} \leq \\
& C+\left(Q_{s u}\left(t_{k}\right)-V\right) \mathbb{E}\left\{\sum_{t=t_{k}}^{\hat{t}_{k+1}-1} R_{s u}^{s t a t}(t) \mid \boldsymbol{Q}\left(t_{k}\right)\right\} \frac{\mathbb{E}\left\{T[k] \mid \boldsymbol{Q}\left(t_{k}\right)\right\}}{\mathbb{E}\left\{\hat{T}[k] \mid \boldsymbol{Q}\left(t_{k}\right)\right\}}
\end{aligned}
$$

Finally, since the resource allocation part of the Frame-Based-Drift-Plus-PenaltyAlgorithm maximizes the ratio in (4.16), we have:

$$
\begin{aligned}
& \mathbb{E}\left\{\sum_{t=t_{k}}^{t_{k+1}-1}\left(Q_{s u}\left(t_{k}\right) \mu_{s u}^{f a b}(t)-X_{s u}\left(t_{k}\right) P_{s u}^{f a b}(t)\right) \mid \boldsymbol{Q}\left(t_{k}\right)\right\} \geq \\
& \mathbb{E}\left\{\sum_{t=t_{k}}^{\hat{t}_{k+1}-1}\left(Q_{s u}\left(t_{k}\right) \mu_{s u}^{s t a t}(t)-X_{s u}\left(t_{k}\right) P_{s u}^{s t a t}(t)\right) \mid \boldsymbol{Q}\left(t_{k}\right)\right\} \frac{\mathbb{E}\left\{T[k] \mid \boldsymbol{Q}\left(t_{k}\right)\right\}}{\mathbb{E}\left\{\hat{T}[k] \mid \boldsymbol{Q}\left(t_{k}\right)\right\}}
\end{aligned}
$$

Using these in (C.6), we have:

$$
\begin{aligned}
& \Delta\left(t_{k}\right)-V \mathbb{E}\left\{\sum_{t=t_{k}}^{t_{k+1}-1} R_{s u}^{f a b}(t) \mid \boldsymbol{Q}\left(t_{k}\right)\right\} \leq B+C \\
& +\left(Q_{s u}\left(t_{k}\right)-V\right) \mathbb{E}\left\{\sum_{t=t_{k}}^{\hat{t}_{k+1}-1} R_{s u}^{s t a t}(t) \mid \boldsymbol{Q}\left(t_{k}\right)\right\} \frac{\mathbb{E}\left\{T[k] \mid \boldsymbol{Q}\left(t_{k}\right)\right\}}{\mathbb{E}\left\{\hat{T}[k] \mid \boldsymbol{Q}\left(t_{k}\right)\right\}} \\
& -\mathbb{E}\left\{\sum_{t=t_{k}}^{\hat{t}_{k+1}-1}\left(Q_{s u}\left(t_{k}\right) \mu_{s u}^{s t a t}(t)-X_{s u}\left(t_{k}\right) P_{s u}^{s t a t}(t)\right) \mid \boldsymbol{Q}\left(t_{k}\right)\right\} \frac{\mathbb{E}\left\{T[k] \mid \boldsymbol{Q}\left(t_{k}\right)\right\}}{\mathbb{E}\left\{\hat{T}[k] \mid \boldsymbol{Q}\left(t_{k}\right)\right\}} \\
& -X_{s u}\left(t_{k}\right) \mathbb{E}\left\{T[k] P_{\text {avg }} \mid \boldsymbol{Q}\left(t_{k}\right)\right\}
\end{aligned}
$$

Using (4.34)-(4.36) in the inequality above, we get:

$$
\begin{equation*}
\Delta\left(t_{k}\right)-V \mathbb{E}\left\{\sum_{t=t_{k}}^{t_{k+1}-1} R_{s u}^{f a b}(t) \mid \boldsymbol{Q}\left(t_{k}\right)\right\} \leq B+C-V v^{*} \mathbb{E}\left\{T[k] \mid \boldsymbol{Q}\left(t_{k}\right)\right\} \tag{C.7}
\end{equation*}
$$

To prove (4.41), we rearrange (C.7) to get:

$$
\begin{aligned}
\Delta\left(t_{k}\right) & \leq B+C-V v^{*} \mathbb{E}\left\{T[k] \mid \boldsymbol{Q}\left(t_{k}\right)\right\}+V \mathbb{E}\left\{\sum_{t=t_{k}}^{t_{k+1}-1} R_{s u}^{f a b}(t) \mid \boldsymbol{Q}\left(t_{k}\right)\right\} \\
& \leq B+C+V T_{\max } A_{\max }
\end{aligned}
$$

(4.41) now follows from Theorem 4.1 of [Nee10b]. Since $X_{s u}\left(t_{k}\right)$ is mean rate stable, (4.42) follows from Theorem 2.5(b) of [Nee10b].

To prove (4.44), we take expectations of both sides of (C.7) to get:

$$
\mathbb{E}\left\{L\left(\boldsymbol{Q}\left(t_{k+1}\right)\right)\right\}-\mathbb{E}\left\{L\left(\boldsymbol{Q}\left(t_{k}\right)\right)\right\}-V \mathbb{E}\left\{\sum_{t=t_{k}}^{t_{k+1}-1} R_{s u}^{f a b}(t)\right\} \leq B+C-V v^{*} \mathbb{E}\{T[k]\}
$$

Summing over $k \in\{1,2, \ldots, K\}$, dividing by $V$, and rearranging yields:

$$
\sum_{k=1}^{K} \mathbb{E}\left\{\sum_{t=t_{k}}^{t_{k+1}-1} R_{s u}^{f a b}(t)\right\} \geq v^{*} \sum_{k=1}^{K} \mathbb{E}\{T[k]\}-\frac{(B+C) K}{V}
$$

where we used that fact that $\mathbb{E}\left\{L\left(\boldsymbol{Q}\left(t_{K+1}\right)\right)\right\} \geq 0$ and $\mathbb{E}\left\{L\left(\boldsymbol{Q}\left(t_{1}\right)\right)\right\}=0$. From this, we have:

$$
\frac{\sum_{k=1}^{K} \mathbb{E}\left\{\sum_{t=t_{k}}^{t_{k+1}-1} R_{s u}^{f a b}(t)\right\}}{\sum_{k=1}^{K} \mathbb{E}\{T[k]\}} \geq v^{*}-\frac{(B+C) K}{V \sum_{k=1}^{K} \mathbb{E}\{T[k]\}} \geq v^{*}-\frac{B+C}{V T_{\min }}
$$

since $\sum_{k=1}^{K} \mathbb{E}\{T[k]\} \geq K T_{\text {min }}$. This proves (4.44).

## C. 3 Computing D

Here, we compute a finite $D$ that satisfies (4.2). First, note that $\mathbb{E}\left\{T^{2}[k]\right\}$ would be maximum when the secondary user never cooperates. Next, let $I[k]$ and $B[k]$ denote the lengths of the primary user idle and busy periods, respectively, in the $k^{\text {th }}$ frame. Thus, we have $T[k]=I[k]+B[k]$.

In the following, we drop [ $k$ ] from the notation for convenience. Using the independence of $I$ and $B$, we have:

$$
\mathbb{E}\left\{T^{2}\right\}=\mathbb{E}\left\{I^{2}\right\}+\mathbb{E}\left\{B^{2}\right\}+2 \mathbb{E}\{I\} \mathbb{E}\{B\}
$$

We note that $I$ is a geometric r.v. with parameter $\lambda_{p u}$. Thus, $\mathbb{E}\{I\}=1 / \lambda_{p u}$ and $\mathbb{E}\left\{I^{2}\right\}=\left(2-\lambda_{p u}\right) / \lambda_{p u}^{2}$. To calculate $\mathbb{E}\{B\}$, we apply Little's Theorem to get:

$$
\mathbb{E}\{I\}=\left(1-\frac{\lambda_{p u}}{\phi_{n c}}\right)(\mathbb{E}\{I\}+\mathbb{E}\{B\})
$$

This yields $\mathbb{E}\{B\}=1 /\left(\phi_{n c}-\lambda_{p u}\right)$. To calculate $\mathbb{E}\left\{B^{2}\right\}$, we use the observation that changing the service order of packets in the primary queue to preemptive LIFO does not change the length of the busy period $B$. However, with LIFO scheduling, $B$ now equals the duration that the first packet stays in the queue. Next, suppose there are $N$ packets that interrupt the service of the first packet. Let these be indexed as $\{1,2, \ldots, N\}$. We can relate $B$ to the service time $X$ of the first packet and the durations for which all these other packets stay in the queue as follows:

$$
\begin{equation*}
B=X+\sum_{i=1}^{N} B_{i} \tag{C.8}
\end{equation*}
$$

Here, $B_{i}$ denotes the duration for which packet $i$ stays in the queue. Using the memoryless property of the i.i.d. arrival process of the primary packets as well as the i.i.d. nature of
the service times, it follows that all the r.v.'s $B_{i}$ are i.i.d. with the same distribution as $B$. Further, they are independent of $N$. Squaring (C.8) and taking expectations, we get:

$$
\begin{equation*}
\mathbb{E}\left\{B^{2}\right\}=\mathbb{E}\left\{X^{2}\right\}+2 \mathbb{E}\{X\} \mathbb{E}\{N\} \mathbb{E}\{B\}+\mathbb{E}\left\{\left(\sum_{i=1}^{N} B_{i}\right)^{2}\right\} \tag{C.9}
\end{equation*}
$$

Note that $X$ is a geometric r.v. with parameter $\phi_{n c}$. Thus $\mathbb{E}\{X\}=1 / \phi_{n c}$ and $\mathbb{E}\left\{X^{2}\right\}=$ $\left(2-\phi_{n c}\right) / \phi_{n c}^{2}$. Also, $\mathbb{E}\{N\}=\lambda_{p u} \mathbb{E}\{X\}=\lambda_{p u} / \phi_{n c}$. Using these in (C.9), we have:

$$
\begin{equation*}
\mathbb{E}\left\{B^{2}\right\}=\frac{\left(2-\phi_{n c}\right)}{\phi_{n c}^{2}}+\frac{2 \lambda_{p u}}{\phi_{n c}^{2}\left(\phi_{n c}-\lambda_{p u}\right)}+\mathbb{E}\left\{\left(\sum_{i=1}^{N} B_{i}\right)^{2}\right\} \tag{C.10}
\end{equation*}
$$

To calculate the last term, we have:

$$
\begin{aligned}
\mathbb{E}\left\{\left(\sum_{i=1}^{N} B_{i}\right)^{2}\right\} & =\mathbb{E}\left\{\sum_{i=1}^{N} B_{i}^{2}\right\}+2 \mathbb{E}\left\{\sum_{i \neq j} B_{i} B_{j}\right\} \\
& =\mathbb{E}\{N\} \mathbb{E}\left\{B^{2}\right\}+2(\mathbb{E}\{B\})^{2}\left(\mathbb{E}\left\{N^{2}\right\}-\mathbb{E}\{N\}\right)
\end{aligned}
$$

Note that given $X=x, N$ is a binomial r.v. with parameters $\left(x, \lambda_{p u}\right)$. Thus, we have:

$$
\begin{aligned}
\mathbb{E}\left\{N^{2}\right\} & =\sum_{x \geq 1} \mathbb{E}\left\{N^{2} \mid X=x\right\} \operatorname{Prob}[X=x]=\sum_{x \geq 1}\left[\left(x \lambda_{p u}\right)^{2}+x \lambda_{p u}\left(1-\lambda_{p u}\right)\right]\left(1-\phi_{n c}\right)^{x-1} \phi_{n c} \\
& =\lambda_{p u}^{2} \sum_{x \geq 1} x^{2} \phi_{n c}\left(1-\phi_{n c}\right)^{x-1}+\lambda_{p u}\left(1-\lambda_{p u}\right) \sum_{x \geq 1} x \phi_{n c}\left(1-\phi_{n c}\right)^{x-1} \\
& =\lambda_{p u}^{2} \frac{\left(2-\phi_{n c}\right)}{\phi_{n c}^{2}}+\lambda_{p u}\left(1-\lambda_{p u}\right) \frac{1}{\phi_{n c}}
\end{aligned}
$$

Using this, we have:

$$
\begin{aligned}
\mathbb{E}\left\{\left(\sum_{i=1}^{N} B_{i}\right)^{2}\right\} & =\frac{\lambda_{p u}}{\phi_{n c}} \mathbb{E}\left\{B^{2}\right\}+2\left(\frac{1}{\phi_{n c}-\lambda_{p u}}\right)^{2}\left(\mathbb{E}\left\{N^{2}\right\}-\mathbb{E}\{N\}\right) \\
& =\frac{\lambda_{p u}}{\phi_{n c}} \mathbb{E}\left\{B^{2}\right\}+2\left(\frac{1}{\phi_{n c}-\lambda_{p u}}\right)^{2}\left(\frac{2 \lambda_{p u}^{2}\left(1-\phi_{n c}\right)}{\phi_{n c}^{2}}\right)
\end{aligned}
$$

Using this in (C.10), we have:

$$
\mathbb{E}\left\{B^{2}\right\}=\frac{\left(2-\phi_{n c}\right)}{\phi_{n c}^{2}}+\frac{2 \lambda_{p u}}{\phi_{n c}^{2}\left(\phi_{n c}-\lambda_{p u}\right)}+\frac{\lambda_{p u}}{\phi_{n c}} \mathbb{E}\left\{B^{2}\right\}+2\left(\frac{1}{\phi_{n c}-\lambda_{p u}}\right)^{2}\left(\frac{2 \lambda_{p u}^{2}\left(1-\phi_{n c}\right)}{\phi_{n c}^{2}}\right)
$$

Simplifying this yields:

$$
\begin{equation*}
\mathbb{E}\left\{B^{2}\right\}=\frac{\left(2-\phi_{n c}\right)}{\phi_{n c}\left(\phi_{n c}-\lambda_{p u}\right)}+\frac{2 \lambda_{p u}}{\phi_{n c}\left(\phi_{n c}-\lambda_{p u}\right)^{2}}+\frac{4 \lambda_{p u}^{2}\left(1-\phi_{n c}\right)}{\phi_{n c}\left(\phi_{n c}-\lambda_{p u}\right)^{3}} \tag{C.11}
\end{equation*}
$$

## Appendix D

## Appendices for Chapter 5

## D. 1 Proof of Lemma 4

We argue by contradiction. Suppose an optimal solution to (5.2) without the constraint $x \geq 0$ is given by $x^{\prime} \neq x^{*}$. Then, we have that $c^{T} x^{\prime}<c^{T} x^{*}$. Further, $x^{\prime}$ satisfies all the constraints we did not remove, but must violate at least one of the constraints that we removed. Thus, we have that $A x^{\prime}=b$ and $x^{\prime} \ngtr 0$. Now let $x^{\prime \prime}$ be a convex combination of $x^{*}$ and $x^{\prime}$, i.e., $x^{\prime \prime}=\theta x^{*}+(1-\theta) x^{\prime}$ where $0<\theta<1$. We have that $c^{T} x^{\prime \prime}=\theta c^{T} x^{*}+(1-\theta) c^{T} x^{\prime}$. Since $c^{T} x^{\prime}<\theta c^{T} x^{*}+(1-\theta) c^{T} x^{\prime}<c^{T} x^{*}$, we have that $c^{T} x^{\prime}<c^{T} x^{\prime \prime}<c^{T} x^{*}$.

Since $x^{*}$ satisfies the strict inequality constraint $x>0$ in all entries, there must be a ball about $x^{*}$ that still satisfies the constraint $x \geq 0$. Further, the line segment joining $x^{*}$ and $x^{\prime}$ intersects this ball. Let us choose $\theta$ such that $x^{\prime \prime}$ is this point of intersection. Then $x^{\prime \prime}$ still satisfies the constraint $x^{\prime \prime} \geq 0$. However, $c^{T} x^{\prime \prime}<c^{T} x^{*}$, which contradicts the fact that $x^{*}$ solves (5.2) optimally.

## D. 2 Proof of Lemma 5

Consider the line network as shown in Fig. 5.4. We first show that the optimal cooperating set cannot contain any relay node that lies to the left of the source. Suppose the optimal set contains one or more such nodes. Then, we can replace all transmissions by these nodes with a source transmission and get a smaller delay. This is because the source has a strictly higher transmission capacity to all nodes to its right than each of these nodes.

Next, we show that the optimal cooperating set must contain all the nodes that are located between $s$ and $d$. We know that $s$ is the first node to transmit. The first relay node that decodes the packet is node 1 , since link $s-1$ has the smallest distance and therefore the highest transmission capacity among all links from $s$ to nodes to the right of $s$. From Theorem 6, we know that once node 1 has decoded the packet, it should start transmitting if it is part of the optimal set. Else, it never transmits and the source continues to transmit until another node can decode the packet. Suppose that the optimal set does not contain node 1 . Then, we can get a smaller delay by having node 1 transmit instead of $s$ once it has decoded the packet. This is because node 1 has a strictly higher transmission capacity to all nodes to its right than $s$. Thus, we have that the optimal set must contain node 1 .


Figure D.1: The 4 node example network used in Appendix D.3.

The above argument can now be applied to each of the nodes $2,3, \ldots, n$ as in Fig. 5.4. This proves the Lemma.

## D. 3 A Simple Example

Here, we show an example where different power levels can give rise to different decoding orders for the same relay set under the greedy transmission strategy when the rate-power curve is non-linear. Consider the 4 node network in Fig. D.1. We assume the ratepower curves on all links except link $s-3$ are linear. Specifically, $C_{i j}\left(P_{i}\right)=h_{i j} P_{i}$ for all $i j \neq s 3$. However, the rate-power curve on link $s-3$ is logarithmic and is given by $C_{s 3}\left(P_{s}\right)=\log \left(1+h_{s 3} P_{s}\right)$.

Next, suppose $h_{s 1}>h_{s 2}, h_{s 3}$ and $h_{12}=h_{13}$. Also, let $I_{\max }=1$. Then, node 1 is the first node to decode the packet for all $P_{s}>0$. Also, we have $\Delta_{0}=\frac{1}{C_{s 1}\left(P_{s}\right)}=\frac{1}{h_{s 1} P_{s}}$.

The mutual information state at nodes 2 and 3 at the end of stage 0 is given by $I_{2}\left(t_{1}\right)=\Delta_{0} C_{s 2}\left(P_{s}\right)=\Delta_{0} h_{s 2} P_{s}$ and $I_{3}\left(t_{1}\right)=\Delta_{0} C_{s 3}\left(P_{s}\right)=\Delta_{0} \log \left(1+h_{s 3} P_{s}\right)$ respectively. Under the greedy transmission strategy, after stage 0 , node 1 will continue to transmit until any of nodes 2 or 3 decodes the packet. Suppose node 1 uses transmit power $P_{1}>0$. Then, the time for node 2 to decode if node 1 continues to transmit is given by:

$$
\delta_{2}=\frac{I_{\max }-I_{2}\left(t_{1}\right)}{C_{12}\left(P_{1}\right)}=\frac{1-\Delta_{0} h_{s 2} P_{s}}{h_{12} P_{1}}=\frac{1-\frac{h_{s 2}}{h_{s 1}}}{h_{12} P_{1}}
$$

Similarly, the time for node 3 to decode if node 1 continues to transmit is given by:

$$
\delta_{3}=\frac{I_{\max }-I_{3}\left(t_{1}\right)}{C_{13}\left(P_{1}\right)}=\frac{1-\Delta_{0} \log \left(1+h_{s 3} P_{s}\right)}{h_{13} P_{1}}=\frac{1-\frac{\log \left(1+h_{s 3} P_{s}\right)}{h_{s 1} P_{s}}}{h_{13} P_{1}}
$$

Since $h_{12}=h_{13}$, from the above we have that $\delta_{2}>\delta_{3}$ if $h_{s 2} P_{s}<\log \left(1+h_{s 3} P_{s}\right)$ and $\delta_{2}<\delta_{3}$ if $h_{s 2} P_{s}>\log \left(1+h_{s 3} P_{s}\right)$. Let $h_{s 2}=0.05, h_{s 3}=0.1$. Then, for $P_{s}=1$, we get $\delta_{2}<\delta_{3}$ since $0.05<\log (1.1)$. However, for $P_{s}=100$, we have that $\delta_{2}<\delta_{3}$ since $5>\log (11)$. This shows that different power levels can give rise to different decoding orders for the same relay set under the greedy transmission strategy when the rate-power curve is non-linear.


[^0]:    ${ }^{1}$ Such an $\epsilon$ exists for any finite state ergodic Markov Chain.

[^1]:    ${ }^{1}$ We consider several protocol examples in Sec. 3.5

[^2]:    ${ }^{2}$ Note that the term $-Z_{s}(t)-V \alpha_{s}$ in the objective is a constant in any given slot and does not affect the solution. However, we keep it to compare the net cost between all modes of operation.

[^3]:    ${ }^{3}$ For the non-orthogonal scenario, there will two sources of outages: transmission failure at the physical layer and delay violation due to contention in medium access. Hence, MAC scheduling in addition to physical layer resource allocation must be considered. This is not the focus of the current work.

[^4]:    ${ }^{1}$ We can incorporate the non-idealities of the rateless codes by multiplying $C_{i j}$ with a factor $1 /(1+\epsilon)$ where $\epsilon \geq 0$ is the overhead.

[^5]:    ${ }^{2}$ We note that the transmission structure characterized by Theorem 6 is similar to the wavepath property shown in $\left[\mathrm{CJL}^{+} 05\right]$ for the problem of minimum energy unicast routing with energy accumulation in wireless networks. However, our proof technique is significantly different.

[^6]:    ${ }^{3}$ This is a crucial property that holds only for the unicast routing case. As we will see in Sec. 5.5, this does not necessarily hold for the minimum delay broadcast problem.

