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Neighborhood-centric congestion control for
multi-nop wireless mesh networks
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and Ramesh Govindan

Abstract—Complex interference in static multi-hop wireless
mesh networks can adversely affect transport protocol perfo
mance. Since TCP does not explicitly account for this, starvation
and unfairness can result from the use of TCP over such
networks. In this paper, we explore mechanisms for achieving
fair and efficient congestion control for multi-hop wireless mesh
networks. First, we design an AIMD-based rate-control proto-
col called Wireless Control Protocol (WCP) which recognizes

that wireless congestion is a neighborhood phenomenon, not

a node-local one, and appropriately reacts to such congestion
Second, we design a distributed rate controller that estimates
the available capacity within each neighborhood, and divides

does not explicitly account for the fact that congestion in
a mesh network is a neighborhood phenomenon. Consider
the topology of Figurel, in which links connect nodes
which can exchange packets with each other, perhaps with
asymmetric reception rates. In this topology, it is easyhions

in simulation and actual experiments that the TCP connectio
in the middle is almost completely starved (gets extremaly |
throughput), since it reacts more aggressively to congesti
than the two outer flows. As an aside, we note that research
on TCP for last-hop wireless networks [7], [8] does not addre

this capacity to contending flows, a scheme we call Wirelessthis problem.

Control Protocol with Capacity estimation (WCPCap). Using

analysis, simulations, and real deployments, we find that our
designs yield rates that are both fair and efficient. WCP assigns
rates inversely proportional to the number of bottlenecks a flow

passes through while remaining extremely easy to implement.

And, an idealized version of WCPCap is max-min fair, whereas
a practical implementation of the scheme achieves rates within
15% of the max-min optimal rates, while still being distributed
and amenable to real implementation.

Index Terms—Congestion Control, Multi-hop, Mesh, Wireless,
WCP, WCPCap.

I. INTRODUCTION

Static multi-hop wireless mesh networks, constructedgisin

off-the-shelf omnidirectional 802.11 radios, promise iftds
edge connectivity to the Internet, enabling low-cost comityu
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Fig. 2. The achievable rate region

To understand the properties of a desirable solution to this

networking in densely populated urban settings [2]. Thdg,roblem,_consider Figurg. The y-_axis plots the rate achieved
can also be rapidly deployed to provide a communicatio®y the middie flow, and the x-axis for the outer two flows (by
backbone where none exists, such as in a disaster recov®tpmetry, these flows will achieve approximately the same

scenario.
However, their widespread adoption has been limited
significant technical challenges. Finding high-qualityiting

rate for any scheme) of Figure Now, with a perfect MAC
tggheduler that has the same overhead as 802.11, it isvetyiti
clear that the rates achievable lie on or below the straigkt |

paths was an early challenge addressed by the resed#BBwn in the figure (since an optimal scheduler would either
community [14]. However, that alone is not sufficient t&chedule the two outer flows simultaneously or the flow in the
ensure good performance in mesh networks, where transp®igldle). With 802.11, there is some loss of throughput due
protocols like TCP can perform poorly because of compld® contention, and the correspondiaghievable-rate region

interference among neighboring nodes.(We formally defineb@unds the rates achievable by the flows on this topology
wireless neighborhood in Sectioli-A) In particular, TCP (in SectionlV-A, we describe a methodology to compute the
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achievable-rate region). TCP achieves rates that lie at one
gormer of this plot. We contend that, for this topology, a
desirable solution is one that gets us close to the max-niin fa
rate allocation point, which corresponds to the intergectf
the 45 line and the 802.11 achievable-rate curve.

In this paper, we explore mechanisms for achieving such
a solution in wireless mesh networks. Three considerations
inform our choice of mechanisms. First, we do not make
any changes to the widely-used 802.11 MAC. It may well
be that such changes can improve the performance of our



mechanisms, but we have deliberately limited the scope adnvergence.
our work to enable a clearer understanding of congestion
control. Second, our approach ©dean-slate. We conduct I
our explorations in the context of r@te-based protocol that
incorporates some of TCP’s essential features (such as ECNExtensive research has been done to understand the short-
and SACK), yet allows us to explore more natural implementg@oming and to improve the performance of TCP in wireless
tions of the mechanisms for improving fairness and effigiendietworks [10], [21], [23], [30], [35], [47], [51], [54]. We
that we study in this paper. However, our work makes nriefly discuss broad classes of research pertinent to odk wo
value judgement on whether a clean-slate transport prbtogdile referring the interested reader to [36] for a more com-
is necessary for mesh networks; it may be possible to retrofiprehensive survey of congestion control in wireless nektaor
our mechanisms into TCP. Finally, we restrict our explanasi Early work on improving TCP performance in wireless
to plausibly implementable mechanisms, in contrast to rotheetworks focused on distinguishing between packet loss due
work that has explored theoretical methods for optimizintp wireless corruption from loss due to congestion, in the
(separately or jointly) scheduling and rate assignment @ontext of last-hop wireless [7], [8] or wireless wide-area
wireless networks [17], [34]. networks [45]. More recent work, however, has addressed
Contributions. We make two contributions in this papercongestion control for mobile ad-hoc wireless networkseOn
First, we design an AIMD-based rate-control protocol ahlleclass of work concentrates on improving TCRfsoughput
WCP which explicitly reacts to congestion within a wirelesby freezing TCP’s congestion control algorithm during Hnk
neighborhood (Sectiohil-A ). We start by correctly identifying failure induced losses, especially during route changé$, [1
the precise set of nodes within the vicinity of a congestdd3], [30], [35], [54]. However, unlike WCP, these proposals
node that needs to reduce its rates under the assumption thanot explicitly recognize and account for congestion imith
interference range equals transmission range.Signalinget @ neighborhood. As a result, they would exhibit the same
nodes is implemented using a lightweigiuingestion sharing  shortcomings of TCP as discussed in Section
mechanism. Interestingly, we find that congestion sharingAnother class of work related to WCP address TCP perfor-
alone is not enough, and that, to achieve fairness, soutses anance issues for ad-hoc networks with no link-failure iretilic
need to clock their rate adaptations at the time-scale of tlesses using congestion metrics that includes average eumb
highest RTTs of flows going through the congested regioaf backoffs on a link [13], average number of retransmis-
This is implemented using a local mechanismRam sharing. sions at the MAC layer [21] and the sum of the queuing
Figure 2 shows that, for the topology of Figude WCP avoids and transmission delay at each intermediate node [47]. Even
starving the middle flow (we discuss methodology and motbough these schemes do not recognize the need of congestion
detailed experimental results in Sectidivs and V). detection and signaling over a neighborhood, their conyest
Our second contribution is the design of a distributed rateetric implicitly takes some degree of neighborhood conges-
controller that estimates the available capacity withiheation into account. However, congestion in wireless network
neighborhood, and apportions this capacity to contendieghibits strong location dependency [51L., different nodes
flows. This scheme, which we call WCPCap (Sectit/B), in a congested neighborhodatally perceive different degrees
has the property that it uses local information and gansibly — of congestion. In the above schemes, flows traversing difiter
be implemented in a distributed fashion. Techniques thaodes in a single congested neighborhood would receive
perform congestion control by estimating capacity in wiredarying levels of congestion notification. In contrast, WCP
networks have been proposed befoeg,., [29], but wireless explicitly shares congestion within a neighborhood, eimgur
capacity estimation is significantly harder. WCPCap is trst firthat each flow in a single congested neighborhood gets its fai
attempt in that direction that does not rely on heuristiag, bshare of the bottleneck bandwidth.
instead uses a precise analytical methodology to accwratel Three other pieces of work, however, have recognized the
estimate the available capacity. importance of explicitly detecting and signaling congasti
Using analysis, simulations, and real deployments, we fimder a neighborhood. NRED [51] identifies a set of flows
that our designs yield rates that are both fair and efficienthich share channel capacity with flows passing through a
Analogous to TCP, WCP assigns rates inversely proportior@ngested node. But, it identifies only a subset of the calten
to the number of bottlenecks, which, in our case, is the numhkag flows: it misses flows that traverse two hop neighbors of
of congested neighorhoods (defined in SectilifB) a flow a node without traversing its one hop neighbors (for example
passes through, while an idealized version of WCPCap ttee flow traversing 7 9 in Fig. 3, Sectionlll). Moreover,
max-min fair, and a practical implementation of the schenthe mechanism to regulate the traffic rates on these flows is
allocates to each flow a rate within 15% of the rate allocateplite a bit more complex than ours (it involves estimating a
to it by the max-min fair rate allocation. WCP achieves comeighborhood queue size, and using RED [20]-style marking
sistently good performance in the topologies we study whitm packets in this queue). Finally, unlike WCP, NRED requires
being extremely easy to implement. In fact, our experimen®TS/CTS, is intimately tied to a particular queue manageémen
using five flows in a 14-node testbed show that, while TCfechnique (RED), might require special hardware for channe
starves one or two of these flows in each run, WCP assigns faionitoring, and has not been tested in a real implementation
rates to all the flows. Finally, in addition to good throughpuEWCCP [48] correctly identifies the set of flows that share
performance, WCPCap exhibits low end-to-end delay and fastannel capacity with flows passing through a congested.node

. RELATED WORK



EWCCP is designed to be proportionally-fair, and its design &lorizon [41], another distributed realization of backze®

well as its proof of correctness assumes that the achievatde techniques, addresses the challenge of load balancingliix mu

region of 802.11 is convex. As Figugeshows, however, this is hop networks withmulti-path routing, and unlike WCP and

not necessarily true. Moreover, EWCCP [48] has also not beCPCap, does not study congestion control.

tested in a real implementation. Finally, COMUT [28] and our Finally, there has been a growing interest in industry [6] an

own work IFRC [42] propose rate control schemes designedademia [31] in using multiple radios per node, in an effort

for many-to-one communication. These designs take adgant@o mitigate or nullify the complex interference found in riul

of the tree-structured topology and many-to-one traffitggat hop wireless networks. This line of work is orthogonal to our

and cannot be trivially extended for general, many-to-margfforts. We believe that in dense deployments our work will

traffic settings. be relevant even if multiple radios are used, since the large
As a final note, our AIMD-based scheme WCP borrowsumber of channels required to completely avoid interfeegn

heavily from TCP’s essential features such as ECN, SACKs well as the complexity associated with their scheduling,

and round-trip time estimation [18], [25], and uses somd wekould be prohibitively expensive.

established approaches from the active queue management

literature [20], [32] to detect congestion at a node. I1l. DESIGN

An alternative to AIMD-based schemes are schemes in this section, we first discuss the design and implementa-
which intermediate routers send explicit and precise faeklb oy of WCP, an AIMD-based rate-control protocol that incor-
to the sources. XCP [29] and RCP [16] are examples ghrates many of the features of TCP, but differs signifigeintl
such schemes for wired networks. Such schemes cannotjl€:ongestion control algorithms. We then describe WCPCap

directly extended to multi-hop wireless networks, since thyhich incorporates wireless capacity estimation in oraer t
available capacity at a wireless link depends on the likssign fair and efficient rates to flows.

rates at the neighboring edges, and ignoring this depeedenc
will overestimate the available capacity and lead to perfoA WCP
mance degradation [38] and eventually to instability. Prio " ) . ]
schemes for wireless networks that involve sending precise?/VCP is a rate-based congestion control protocol for static
rate feedback to the sources use heuristics based on indif8lti-nop wireless mesh networks which use the 802.11 MAC.
quantities like queue sizes and the number of link Iayé'? this section, we assume that the link rates of all thellmles
retransmissions [4], [46] to limit capacity overestimatidf, ~€dual and auto-rate adaptation is turned off. In Secli6g,
instead, one can directly estimate the exact capacity afka [iWe discuss the impact of relaxing this assumption on our
as a function of the link rates at the neighboring edges usin§!€sign. In WCP, for every flow, the source maintains a rate
distributed algorithm, then an accurate XCP-like schente ch Which represents the long term sending rate for the flow.
be implemented for wireless multi-hop networks. WCP is AIMD-based, SO that the source qddltlvely increases

In 802.11-scheduled multi-hop networks, the complex if- ©n every ACK reception and multiplicatively decreases
terference among nodes makes it very hard to estimate #RPN réceiving a congestion notification from routers (in-
capacity of a link. Results have been known either for mulférmediate forwarding nodes). Routers signal congestipn b
hop networks that use perfect MAC schedulers [26], or fGietting @ congestion bit in the packet header of ongoing
single-hop 802.11-scheduled networks under saturatadfigr Packets. Unlike existing congestion control techniques,ANC
conditions [9]. We have recently developed an analyticBRS novel algorithms for detecting and signaling congastio
methodology which characterizes the achievable rate megidt the intermediate routers, as well as for adapting rates at
of 802.11-scheduled multi-hop networks [27]. Our secorRPUrces in response to congestion signals.
scheme, WCPCap, uses this prior work of ours to find the
supportable per-flow rate in a neighborhood. Further, itsuse
a novel, decentralized mechanism that relies on message
exchanges within local neighborhoods only, to calculag th
end-to-end flow rates.

Related to WCPCap are interesting line of works that either
explore theoretical methods for jointly optimizing schidg
and rate assignment in wireless networks [17], [34] or reply
on a non-standardize MAC [52], [53]. Unlike this body , ,
of work, we restrict the scheduler to be 802.11. Explicft'd 3 Congestion neighborhood
rate assignments for 802.11-scheduled MAC always use a
centralized computation [33], [44], while our work explere Congestion in Multi-hop Wireless Networks. The central
distributed rate-control mechanisms. While optimized ratbservation underlying the design of WCP is that the nature
assignment through a distributed realization of backgares of congestion in a wireless network is qualitatively diéfat
techniques [49] have been proposed, it still requires emede from that in a wired network. In a wireless network, since
in the network to maintain separate queues for each possibkEghboring nodes share the wireless channel, the awailabl
network destination. More recent practical studies of theansmission capacity at a node can depend on traffic between
problem have not been able to relax this requirement [5]}. [50ts neighbors.




More precisely, congestion in wireless networks is definedoving average (EWMA) of the queue si }f’j, for every
not with respect to a node, but with respect to transmissioastgoing link i — j as
from a node to its neighbor. In what follows, we use the term .
link to denote a one-hop sender-receiver pair. (We use the Q?X?j = (1qu)*qiaigj +wq*q}”j‘j
terms sender and receiver to denote one-hop transmissions,
and source and destination to denote the endpoints of a flow)ﬁereq}rfj is the instantaneous queue size for link: j and
Thus, in Figure3, we say that a transmission from 5 to 6 isvg is the EWMA weight. A link is congested when its average
along the link 5— 6. Consider the following example. Whenqueue size is greater than a congestion thresKol&arious
5 is transmitting to node 6 it shares the wireless channether congestion detection techniques have been explared i
with any transmission from node 7, say a transmission fromireless networks: channel utilization [51], average nendf
node 7 to node 9, as that transmission can collide withratransmissions [22], mean time to recover loss [40], among
transmission from node 5 to node 6. However, when nod¢hers. We choose queue size as a measure of congestion for
5 is transmitting to node 2 itloes not share capacity with, two reasons: it has been shown to work sufficiently well in
for example, a transmission from node 7 to node 9. Thusjreless networks [24], [42]; and is a more natural choice
congestion in wireless networks is defined not with respect for detecting congestion per link compared to, say, channel
a nodei, but with respect to a link— j. utilization which measures the level of traffic around a node
What, then, are the set of links;(.j) that share capacity Also, more sophisticated queue management schemes are
with a given link { — j)? Consider link 5 6 in Figure3. possible ég., RED or AVQ), but they are beyond the scope
Clearly, all outgoing links from node 5 and node 6 sharef this paper.
capacity with link 5— 6. Moreover, every outgoing link from  When a routeri detects thai — j is congested, it needs
a one-hop neighbor of node 5 shares capacity with lirk 6 to share this information with nodes at the transmittingsend
because any transmission from a neighbor of 5, say node 2, edrlinks in Li_.; (henceforth referred to as nodes lin_.;).
be sensed by node 5 and would prevent node 5 from capturifigis is achieved by piggybacking congestion information on
the channel while node 2 is transmitting. Additionally, angach outgoing packets which neighbors snoop. Specifically,
incoming link to any neighbor of node 5, say-12, also shares each node maintains the congestion state of all its outgoing
capacity with link 5— 6 as the link-layer acknowledgementand incoming links. Nodes can locally determine (from queue
from node 2 to node 1 would also prevent node 5 fromize) the congestion state of their outgoing links. For 1sode
capturing the channel for transmission. Similarly, anygminng to obtain congestion state on their incoming links, evergleno
link from a neighbor of node 6 shares capacity with linkluring an outgoing packet transmission along a link inctude
5— 6 as any transmission along the outgoing link of neighb@ongestion state dhat link in the outgoing packet. In addition,
of 6 can collide with transmission along-5 6. Finally, any every node also includes the following information in each
incoming link into a neighbor of node 6, say-87, also shares outgoing packet: a bit indicating if any outgoing or incogin
capacity with 5— 6 as the link-layer acknowledgement fromink from the node is congested and the identity of the link
node 7 to node 8 can collide with transmissions alonrg 6. (sender and receiver of the link); and a bit indicating if any
Thus, Lij, for a mesh network using an 802.11 MAC isoutgoing or incoming link from any of the node’s neighbors

defined as: is congested and the identity of the link. This latter bit is
the set of all incoming and outgoing links bfj, all calculated from information obtained by snooping the farme
neighbors ofi, and all neighbors of. bit from neighbors and requires no additional information

exchange. In the event of more than one link being congested
at a node, it is sufficient for the node to select (and inform
to Lj_j. Furthermore, this definition is valid even when RTS?—tS ngighbors) OT only 'ope of these links. Information s]uhre
CTS is used. However, there is an important limitation in odf this manner IS s_uff|C|ent fo_r any_n_ode In; to receive
definition. If a node is outside another node’s transmissi(ﬁ‘?ngesnon notification When link— | is conge;teq o
range, but within its interference range, WCP cannot accountrinally, when a node irLi_.; detects that linki — | is

for the reduction in channel capacity as a result of the fatte cONgested, it marks all outgoing packets on that link with an
transmissions. explicit congestion indicator (a single bit).

Note thatLi_j includesi — j. Moreover, this relationship is
symmetric. If a linki — j belongs toLy_.;, k— | also belongs

Congestion Detection and Sharingin WCP, one key idea Rate Adaptation. In WCP sources perform rate adaptation.
is congestion sharing: if link i — j is congested, it shares thisWhile the principles behind our AIMD rate adaptation algo-
information with all links inL;_.j. Packets traversing thoserithms are relatively standard, our contribution is to eatly
links (as well as linki — j itself) are marked with an explicit determine the timescales at which these operations are per-
congestion notification, so that sources can appropriaig#ypt formed. The novel aspect of our contribution is that these
the rates of the corresponding flows. We now describe hdinescales are determined by the RTTs of flows traversing a
routers detect congestion, and how they share their capgestcongested neighborhood; without our innovations (describ
state. below), flows do not get a fair share of the channel, and
Congestion detection in WCP is deliberately simple. Aometimes react too aggressively to congestion.
router detects congestion on its outgoing link using a sempl A source S in WCP maintains a rate; for every flow
thresholding scheme. It maintains an exponentially weight f originating atS. It linearly increases the rates every ty



seconds, wherg; is the control interval for additive increase:that traverse the congested redianust all react at roughly
the same timescale. To ensure this, WCP also computes a
re=ri+a quantity for each link that we term thehared instantaneous
RTT, denoted byttﬂ‘?’(—‘“s. This is computed in exactly the

whereq is a constant. The choice gf is an important design same way as the shared RTT, described above, except that
parameter in WCP. In the above equation the rate of cha & instantaneous RTT is used, rather than the average RTT
of ry, dr¢/dt is o /t4. Intuitively, for stable operatiorgr /dt ' 9 '

should be dependent on feedback delay of the network. Usi-rr1he former is a more accurate indicator of the current level

the weighted average round-trip time of floﬁ/vrtt?"g, of the 01g congestion in the network and is a more conservative

> . : L choice of the timescale required to observe the effect of a
flow seems an obvious choice fgg as it satisfies the above . . .
. : rate change. As before, routers insert this shared instaots
requirement. But consider three flows13, 4— 6, and 7— 9 . o
L . RTT into the packet header only if it exceeds the current
in Figure 1. Packets of flow 1— 3 share the wireless Channel\/alue Sources s to be the value of this field in the
with nodes 1 through 6 while packets from flow-46 share X d

wireless channel with all the nodes in the figure. As the rate ﬁacket header that triggered the multiplicative decretisa.

. . . ow traverses multiple congested regions, its multiplcat
all the flows in the network increases, flow-46 experiences . .

. decreases are clocked by the neighborhood with the largest
more contention as compared to flow-413 and the average

. hared instantan RTT.
RTT of flow 4 — 6 increases much faster than the averagse gir?n?larstt: éﬁngggtsion sharing, computation 1

RTT of flow 1— 3. Thus, even if these flows were to begin o ing ; P Y int
with the same rate, their rates would diverge with the chofcertmi—d' -™) requires sharing *link RTTs Ly (miﬂi)'

ty = rtt$"%. This happens because a fair allocation of capac@(r/”ong all nodes it;...; requiring significant overhead. How-

using a AIMD scheme requires simildr¢ /dt for all the flows er, 'ts_ defmmo_n per_mlts a natural optimization. $|m|ta .
sharing the capacity [12]. congestion sharing discussed above, every node includes in

- : VG (ecingt
To enable fairness, WCP introduces the notion chared each outgoing packet only the maxmumrttﬁi (m'—d) over
RTT. Denote byrtt™” the average RTT of all the flows

f‘Smgx_avg
11—

all incoming and outgoing links of the node and the maximum
i

. A > of rtt™? (rtt™) over all incoming and outgoing links of all
—j =]
traversing the linki — | (the average RTT of each flow 'Sth neighbors of the node. This allows for a low-overhead

icgmputed by the source, and included in the packet headgir tributed calculation of shared RTT over all the nodes in

avg Lij.
r . .
rttfﬁg- = t Finally, we describe how the source uses the valge
l VIER Rl WCP aims to assign fagoodputs. Naively sending packets at

the rater; assigns fair throughputs, but packet losses due to

whereFi_..j is the set of flows traversing link— j. Foreach channe| error or interference can result in unequal goadput

link i — j, nodei computes the shared RTA "}, as the |nstead, WCP sends packets at a ratgp, when p is the
maximum RTT among all links ith;_.; i.e, empirically observed packet loss rate over the connection.
A o () Intuitively, this goodpu.t correction heuristic sepds more pack-
i—] T Wkelel; o K ets for flows traversing lossy paths, equalizing flow good-

_ _ puts. Other rate-based protocols [39] use more sophisticat
In words, this quantity measures the largest average flow Rigss rate computation techniques to perform similar goodpu
across the set of links that— j shares the channel with.correction. As we show in SectiolV, our approach works

Why this particular choice of timescale? Previous work hasctremely well for WCP. In that section, we also quantify the
shown that the average RTT of flows is a reasonable contigipact of turning off this “correction”.

interval for making congestion control decisions [29]. Our . , )
definition conservatively chooses the largest control rirste Implementation. We could have retrofitted congestion and
in the neighborhood. RTT sharing in TCP. But, the complexity of current TCP

For all flows traversing linki — j, the router includes implementations, and the fact that TCP performs error re-

rptSTexavg i every packet header only if it exceeds the curreffOVery, congestion control and flow control using a single

i—i . . . .
value of that field in the header. The source uses this value Y¥§ndow-based mechanism, made this retrofit conceptually

t.: thus,t4 is the largest shared RTT across all the links thdt°'® comdplelx._ Given that our goal r\]/vas to Llj(ndgrstarrlic]i the
the flow traverses. This ensures that the value of the contl3fUeS underlying congestion in mesh networks, incrementa

interval ty for a flow is no less than the highest RTT of am;iep!qyability was not paramount. So, at the cost of some
flow with which it shares a wireless neighborhood. Intuityye 2dditional packet header overhead, we decided to explore a

with this choice of the control interval, all flows in the Skac ¢/€an-slate approach. Our implementation uses a ratetbase
topology will increase their rates at the same timescale.  Protocol for congestion control (as described above), but

Upon receiving a packet with a congestion natification pi{Ses an implementation of TCP SACK for error recovery, a
set, a source reduces the rate by half and waits for the window-based flow control mechanism exactly like TCP, and

control interval for multiplicative decreasgy before reacting ﬂ:]e sa;Lnet RTQ esl,tlmatl?nt_ as (;n TCP't Il:?' a {ater SECI:;[IO_I’I , We
again to any congestion notification from the routégg. must show that our impiementation does not bias the Tesufts in any

be long enough so that th? source has had time to ObserV'Q/Ve use the terms congested region and congested neighboitieod
the effect of its rate reduction. Moreover, for fairnesswlo changeably in this paper.



way: if we remove our sharing innovations from WCP, its The key challenge then, is to determine the collision and

performance is comparable to TCP. the idle time probabilities, made difficult because thedaes
for a link depend on the rates at its neighboring links, which
B. WCPCap in turn, depend on the rates at their neighboring links and so

) ) ) ) on. We use the following procedure: the sub-graph formed
An alternative to WCP is a protocol in which the networlby the set of links inLi_; is decomposed into a number

sends explicit and precise feedback to the sources. In toderty +vo-link topologies and the collision and idle probatiis

do this, it is important to be able to estimate the availablg, ooch two-link topology is derived. The net probability i

capacity within a neighborhood, a non-trivial task. In thig, nq py appropriatelyombining the individual probabilities
section, we describe WCPCap, a protocol that provides ékpligy 1 each two-link topology. Combining these probabittie

feedback (in much the same way that XCP [29] and RCP [1f] 4 jite complicated due to the interdependence among. links

do for wired networks). An important goal in designing-q previty, we will omit the analytical formulas and their

WCPCap is to explore the feasibility of capacity estimatiog,mp|ete derivations. The interested reader is referrd@p
using only local information, thereby making it amenable tg,. jatails.

distributed implementation. o . ) )
Estimating Available Bandwidth. WCPCap uses the achiev-

Determining the Achievable Link-Rate Region.At the core gple rate computation technique to estimate achievabld-ban
of WCPCap is a technique to determine whether a given set\gfjth and give precise rate feedback to sources. Concéyptual
rates isachievable in an 802.11 network; using this techniqueeach router maintains, for each outgoing link |, a rater; |
WCPCap estimates the available capacity and distributes tjhich denotes the maximum rate allowable for a flow passing
fairly among relevant flows. This technique is presented rough the link. However, a flow traversirig— j is actually
detail in our prior work [27]. For completeness, we describ@my allowed to transmit at the minimum (denotaﬂl”j) of
the main idea of the analytical methodology here, assumigg ratesRy .| such thatk — | belongs toL;_.; (intuitively, at
IEEE 802.11 scheduling with RTS/CTS in the network.  the most constraining rate over all links that share channel
The precise goal of the technique is as follows. Given @pacity withi — j). The rate feedback is carried in the
link i — j, and a set of candidate aggregate raies, over packet header. When a packet traverises j, the router sets
links | — m belonging toli; (link i — ] belongs to this set), the feedback field t&}™" if RM" is lower than the current
we seek a decision procedure that will enable us to determiigue of the field. This feedback rate is eventually delidere
if these rates are achievable. The decision process assufdege source in an end-to-end acknowledgement packet, and
that the channel loss rates (losses not due to collisions) gk source uses this value to set its rate. Thus the source

links in Lij, and the interference graph between links igets its rate to the smallest allowable rate in the wireless
Li—j are known. Channel losses are assumed to be indepenggiighborhoods that it traverses.
Bernoulli random variables. The interference model ndglec R_; for each link is updated everkrttism?x—a"g, where
some physical layer phenomena like the capture effect []jjtlsmx_avg is the shared RTT defined in SectidhA andk is

I H 1=
(where a receiver can correctly def:ode data desP'te of IQparameterwhich trades-off the response time to dynarics f
Ferference), situations where transmitters sgnd dataitéesp lower overhead. The duration between two successive update
|_nterf_ere_nce gnd carrier sensing, _and situations Where)ueemof R_;j is referred to as an epoch. During each epoch,
links in isolation do not interfere with the link under stydt ransmitteii measures; .|, the actual data rate over lifik- |
their aggregate effect may cause loses on the link [15]. T ﬁdniﬁ- the number of fII(,)WS traversing lirik— j. Usingx i
interested reader is referred to [27] for a detailed desorip I

f all th i tensi luati f themasft andny_, for all k—1in Li—;j transmitteri computes the new
of all the assumptions, an extensive evaluation ot thegaett o of R_,j (denoted byR™) to be used in the next time
on the accuracy of the model, and a discussion on how !

éBoch, and broadcasts;_.j, ni_.j, and R™® to all nodes in
remove them. i

- ) . . Li_i. (If the measured;_,; in the previous epoch equals zero
The decision process first determines, for each link, ﬂ};lelf aJ Iir(1ki — J, it does nlot] broachst its currFe)nt vaISeRi‘?FW.
expected service time in terms of (a) the collision prokigbil e

tth . d (b) the idle i ved by the tratiemi Thus links which become inactive due to network dynamics
atthe recever an (b) the idle Ime perceived by the trattsmi \ iy ot contribute in determining the largest achievabtenfl
of that link. Given these service times, the given set of-lin

. hievabl v if I?ate in a neighborhood.)
rates Is achievable only | We now describe howR'™ is determined (Figured).
AeE[S] <U,WeV Note that the transmitter has x._.; and n, for all links
ee% k—1in Li_j. It uses this information, and the methodology
whereV is the set of all nodesQ, is the set of outgoing described above, to determine the maximum value dof

links from a nodev € V, Ae is the packet arrival rate at link such that the rate vectot shown in Figured is achievable.

e E[S)] is the expected service time of a packet at ligk (5.can have a negative .value if the current ratr?ei in the
and theutilization factor U is a fraction between 0 and 1 and"€ighPorhood are notsr?ai:mevable.) Then, nodetsR™] to
reflects the desired utilization of the channel. In pragtitds Ri—j + P8 — Ba™;/rtt™ -9 if & is positive, elseR'®! is
usually set to less than 1 to keep the system stable. Otresrwiset toR_j + & — Bq{”_?j/rttisl?x-a"g. We use a scaling factor
small non-idealities can drive the network beyond the ciéypacp while increasing the rate to avoid big jumps, analogous to
region. similar scaling factors in XCP and RCP. On the other hand,



Smax

. avg
we remain conservative while decreasing the _denotes Every kerttZ; Sec
€ remain co 9 rqgl Find max & such that

the instantaneous queue at link |, rttisf?x-a"g is the shared R ( X +mead for k—lelin )
RTT defined in Sectionll-A, and 3 is a scaling parameter. i's achievabl e g 1o STEX_ AV

i new Rimj+p0 — Bo™s; /rtt "~ >0
To ensure that the rate goes down when the queue builds up, =Y R _+6iﬁqin3.1/rtt_51‘g£(7avg 5<0
we subtract a fraction of the bandwidth required to drain the g gadcast ‘R, x_; and n_; N
queue within one shared RTETS, /rtt™-"9). Each node Yo all links in L

independently computd®_. for its links. These computations
do not need to be synchronized, and nodes use the most regent,  pseudo-code for rate controller at link> j

information from their neighbors for the computation. across the flows passing through the link, the actual da¢a rat
Next, we describe how the value of the parameie(the at the link, the number of flows passing through the link
maximum allowed utilization per queue) is determined. Thand Ri_,;. Assuming one byte to represent each variable, the
analysis described at the start of this section to derive tbeerhead is equal tol4.; bytes. For practical topologies,
achievable rate region does not incorporate losses at thiglgere neighborhood sizes are expected to be less than 80, thi
layers (that is, it incorporates only channel losses andl-coloverhead consumes less than 15% of the actual throughput.
sions), and hence, assumes infinite buffer sizes and infindewever, the overhead does increase linearly Wijth;. There
MAC retransmit limits. Assuming no losses, operating vergre ways to optimize this, by quantizing the information or
close to the capacity region will result in large delays aneéducing the frequency of updates, but we have left these
huge queues. However, in practice both the buffer sizes agodfuture work. Instead, in our simulations, we assume that
MAC retransmit limits are finite. Hence, these huge queuedl the relevant information is available at each node witho
can result in significant losses. Additionally, note thaé thcost, since our goal has been to understand whether awilabl
procedure presented in [27] assumes global knowledgeewHiandwidth estimation using only local information is plils
the information exchange in WCPCap is only between neigimplementable in wireless networks.
bors. Hence, the computation itself is approximate whiah c

potentially lead to an overestimation of available cayagior %roperties.To understand the design rationale of the WCPCap

these two reasons, we operate the network well within tﬁégorithm, we characterize the fairmess properties of @alid
. ) ized WCPCap algorithm. The idealized WCPCap algorithm
capacity region; the parametdrcontrols how far the network
assumes that all control message broadcasts are exchanged

is from the boundary of the capacity region. How close t .
the boundary of the capacity region can we operate Witho@ftantaneously and without loss, and each node has camplet
information about the entire network instead of just itsghei

. . . . . n
overflowing buffers and without overestimating availabbe c! i :
pacity depends on the topology at hand. Hence, the Valuebgfrhood. Specifically, each node is aware of the data rate at

U depends on the topology. Choosing a conservative value Chl Imtk n tf:s Qe;wiorkn anéj :jh% global r::;\i/\é%rzl tggoé?:?ty' at
U is inefficient as it leads to a low channel utilization in most ' ¢ /a5t SSUmPption 1S needed because pactty

topologies. So we use the following algorithm to set the eal link depends on the global topology and not merely the

of U. If ¢ (the average queue size) is greater than 1 toecal neighborhood topology [27]. Hence WCPCap obtains
valué ofUI_ig reduced: and iE2“S remains less than 1 for,5 an approximate value of the residual capacity while idealiz
! i—] WCPCap will obtain an exact value of the residual capacity.

|te_rat_|ons of the ?'90””"" des_crlbed in Figutethe value of We prove fairness properties for idealized WCPCap here,
U is increased. Binary search is used to converge to the ¢orrec

: ; . and evaluate how the non-idealities impact the performance
value ofU. For example, in the Stack topology (Figut this of WCPCap (without the additional assumptions of idealized
approach yields a value &f = 0.85.

WCPCap) through simulations in Sectiovi.

The computational overhead of the WCPCap algorithm is\ye will prove that the rates assigned by idealized WCP-
very low. To determineR™®}, we perform a binary searchcap converge to the max-min rate allocation. The proof is
to find the maximum value ob such that the rate vector constructed using two lemmas. The first lemma looks at the
X is achievable. Each iteration decomposgs, into two- properties of the max-min allocation in wireless multi-hop
link topologies, computes collision and idle probabibti®r petworks while the second lemma studies the rates assigned
each two-link topology, and combines the results. Ovetladi, by idealized WCPCap. Before presenting the lemmas, we
algorithm requires a logarithmic number of iterations Whosgefine three concepts which will be extensively used in the
complexity is polynomial inLi_.;|. In practical topologies the nroofs. At the max-min allocation, let the links whose queue
cardinality ofL;.j is small. For example, in our experimentsyre fully utilized (arrival rate = service rate) be referred
(run on 3.06GHz Linux boxes) determininf@} takes as as congested links, and the neighborhood of congested links
much time as it takes to send a data packet. Since each epgghyeferred to as congested neighborhoods. Note that each
consists of about 30 data packet transmissions and a singlg, may pass through several congested neighborhoods. We
R computation, the computational overhead per epoch dgfine the most congested neighborhood a flow passes through
very low. to be the neighborhood which gets congested at the lowest

Finally, we note that, if naively designed, WCPCap cathroughput amongst the congested neighborhoods that flow
impose significant communication overhead. For each linkaverses. Thus, there is a uniqgue most congested neigbtdxbrh
i — J, the following information needs to be transmitted t@ssociated with each flow. The throughput achieved by a flow
all nodes inLi_,; once every epoch: the maximum RTTis dictated by the most congested neighborhood it passes



through. convergence applies. [ ]
Lemma 1: A rate allocation which assigns the largest Theorem 1: The rates assigned by idealized WCPCap con-
achievable equal rate to the flows which share the mosrge to the max-min rate allocation.
congested neighborhood is the max-min rate allocation. Proof: Since Lemma2 holds for all flows which share
Proof: Let there ben flows passing through the congestetdhe most congested neighborhood they traverse, in copjunti
neighborhoodCr. Additionally, let k of thesen flows have with Lemmal, it implies that the rates allocated by idealized

Cr as the most congested neighborhood they pass througfiCPCap converge to the max-min rate allocation. |
Consider the following rate allocation. Fix the rate of thbey
n—k flows as dictated by the most congested neighborhood IV. SIMULATION RESULTS

they pass through, and then assign the maximum possibl
equal rate to th& flows. Label this rat@eq. Then, by definition
of the most congested neighborhood a flow passes through,
othern—k flows have a rate smaller thag,.
Leti — j denote the congested link in the congested neigh-
borhoodCg. (That is, linki — j is fully utilized.) Increasing A. Methodology
the rate of any of thek flows will either increase the busy We have implemented WCP and WCPCap using the Qualnet
probability or the collision probability at link — j, making simulator [3] version 3.5. Our WCP implementation closely
its queue unstable [27]. To keep the rate allocation feasibfollows the description of the protocol in Sectidh-A . Our
the rates of one of the other flows (which have either smallggCPCap implementation, on the other hand, does not simulate
or equal rates) will have to be reduced. Hence, by definitiothe exchange of control messages at the end of each epoch;
allocating the maximum possible equal rate to thélows rather, this control information is made available to tHevant
sharing the same most congested neighborhood is the mgixaulated nodes through a central repository. This ignores
min rate allocation. B the control message overhead in WCPCap, so our simulation
Let f; and f, be two flows which share the most congestegbsults overestimate WCPCap performance. This is consisten
neighborhood they traverse. The next lemma relates the raigith our goal, which has been to explore the feasibility of a

n this section we evaluate the performance of WCP and
)}(J\iCPCap in simulation, and in the next we report on results
Fn real-world experiments of WCP.

allocated tof, and f» by idealized WCPCap. wireless capacity estimation technique.
Lemma 2: The rates allocated by idealized WCPCapf{o  All our simulations are conducted using an unmodified
and f> converge to the largest achievable equal rate. 802.11b MAC (DCF). We use default parameters for 802.11b

Proof: By design, f; and f, are allocated equal rates byin Qualnet unless stated otherwise. Auto-rate adaptiohet t
idealized WCPCap. So, to prove this lemma, we will provRIAC layer is turned-off and the rate is fixed at 11Mbps.
that this equal rate converges to the largest achievablaledWiost of our simulations are conducted with zero channel
rate. We first assume that the rate of flos and f2 is |osses (we report on one set of simulations with non-zero
initialized to 0. WCPCap calculates the maximum rate in&eaghannel losses), although packet losses due to collisions d
per flow which keeps the system stable. (Since, by assumptig8cur. However, we adjusted the carrier sensing threstwld t
idealized WCPCap calculates the exact residual capacityr@diuce interference range to equal transmission ranges Thi
each link, the flow-rate updates will not cause any link-raterevented MAC backoffs at a node due to transmissions from
to exceed its capacity,and hence, the flow rates will alwaysher nodes outside the transmission range but within the
increase.) This maximum rate increase is labeledThen, interference range, thus helping us create topologies dahwh
the rate allocated tof; and f is increased bypd. Since performance of our schemes could be clearly studied.
the system remains within the stable region, the queue sizeDn this set of topologies (described below), we run bulk
remains negligible. Hence, Withiﬁl\% iterations of the transfer flows for 200 seconds for WCP, WCPCap, and TCP.
algorithm, the rate allocated th and f, is more than6 <1 Our TCP uses SACK with ECN, but with Nagle’s algorithm
of the largest achievable equal rate. Thus, the rates #fidcaand the delayed ACK mechanism turned off; WCP implements
by idealized WCPCap converge to the largest achievable eqthaé feature set. (We have also evaluated TCP-Reno on our
rate. topologies. The results are qualitatively similar.) Costipn

Finally, now we comment on convergence of the algorithidetection for TCP uses the average queue size thresholding
if the rate of flowsf; and f, is initialized to a non-zero value. technique discussed in SectidifrA . Other parameters used
Then, if the initialization is to a value such that the arri&te  during the runs are given in Table Note that our choice
on the bottleneck link is less than its service rate, by tmeesa of a is conservative, ensuring small rate increases over the
argument as before, Withiw iterations of the algorithm, range of timescales we see in our topologies. This choice
the rate allocated td; and f, is more thar® < 1 of the largest of o also works in our real-world experiments, but more
achievable equal rate. Now, if the initialization is to au&l experimentation is necessary to determine a robust chdice o
such that the arrival rate on the bottleneck link exceeds its For each topology we show results averaged over 10 runs.
service rate, in the next iteration, WCPCap will reduce the
rate of the flows to a value such that the arrival rate reducesWe measure the goodput achieved by each flow in a
below the service rate as the reduction will not only be dwgven topology by TCP, WCP, and WCPCap, and compare
to a lower estimated capacity but also due to non-negligiblleese goodputs with the optimal max-min rate allocations fo
gueue sizes. After this first iteration, the same argument feach topology. To compute the max-min rate allocations, we



l Parameter | vale ] WCP on a chain of 15 nodes. WCP gets 20 throughput

C?V%ﬁzoc\,;gﬁsgvzl)ﬁo 0%2 on this topology; it is Iess_ aggres_sive_ than TCP. We als_o
Router Buffer size 64 packets disabled RTT and congestion sharing in WCP, and ran this
___Packet Size 512 bytes on all our topologies. In general, this stripped-down \@nsi

Additive Increase Factora) 01 of WCP gets qualitatively the same performance as TCP. For
WCPCap epoch duration constagj (| 10 . .
WCPCap scale factor(@nd §) 03and 0.1 example, Figure8 shows the goodputs achieved by each flow
TABLE | for the Stack topology. As expected, WCP without congestion
PARAMETERS USED IN SIMULATIONS and RTT sharing starves the middle flow, just as TCP does,

although to a lesser extent since its rate increases are less

observe that the methodology in SectitinB , with U = 1, can aggressive than that of TCP.

be qpplied to the gI_obaI network tqpology to charqqterizae tI*B_ Performance of WCP and WCPCap
achievable rate region for a collection of flows. Intuitigelve ,
can view the service times and arrival rates on links, togieth & now discuss the performance of WCP and WCPCap for
with flow conservation constraints, as implicitly definiriget €2ch of our topologies. In what follows, we use the notation
achievable rate region for the topology [27]. (Essentjatys fi—i 0 denote a flow from nodeto node;j.
is how we derive the achievable rate region in Figar®) Stack (Figure 9). The optimal (max-min) achievable rates
The max-min allocations can then be found by searchifigr this topology are 300 kbps for all the flows. TCP, as
along the boundary of the achievable rate regibblsing this described earlier, starves the middle flowg (). Intuitively,
methodology, we are also able to identify the links in a giveift TCP, flows traversing links that experience more congesti
topology that tend to be congested: we simply simulate tfi¢— 5) react more aggressively to congestion, leading to lower
optimal max-min rate allocations, and identify congesteks throughput. WCP identifies the single congestion region in
as those whose queues are nearly fully utilized (utilizavd this topology [4 .5) and shares the rate equally among all
the queue is> 0.95). Note that we use this information in ourthe flows assigning about 250 kbps to all the flows which is
intuitive discussion about the dynamics of each topolobig t Within 20% of the optimal achievable rate for this topology.
information is obviously not used in any way by neither WCWVCPCap, with a more precise rate feedback, assigns slightly
nor WCPCap. higher rates to all the flows and these allocated rates fdr eac
To understand the performance of WCP and WCPCap, Wew is within 15% of the rate allocated to it by the max-min
examine four topologies,with associated flows, as shown fir rate allocation.
Figures1, 5, 6, and 7. Nodes connected by a solid line carDiamond (Figure 10). The optimal achievable rates for this
hear each others’ transmissions. (Since, in our simulafioe topology are 325 kbps for all the flows. TCP starves flows
equalize interference range and transmission range, augs traversing the congested links in this topology. By corfras
that can hear each others’ transmissions share channelisapaVCPCap, assigns 300 kbps to all the flows. Hence, it achieves
with each other.) Arrows represent flows in the networkates within 10% of the max-min optimal rates. WCP,
Congested links (determined using the methodology destrithowever, assignds_g approximately half the rate assigned
above) are indicated with a symbol depicting a queue. Eaththe other flows. This topology consists of two congested
of these four topologies has qualitatively different costgen regions [1_., and L7_g) and f4_ traverses both congested
characteristics, as we discuss below. regions while the other two flows traverse only one. Roughly
Stack (Figure 1) consists of a single congested regiorspeaking,f;_g receives congestion notification twice as often
4 — 5 is the congested link, and all other links in the topologsis the other flows, and therefore reacts more aggressively.
belong tol4_.5. Diamond (Figure5) contains two intersecting Thus, WCP isnot max-min fair. WCP appears to assign rates
congested regions.-+ 2 and 7— 8 are both congested links.to flows in inverse proportion to the number of congested
L1— includes all outgoing links from nodes 1 to 6 abg.g regions traversed.

includes all outgoing link from node 4 to $Half-Diamond  Hgjf-Diamond (Figure 11). The optimal max-min rates for
(Figure 6) contains two overlappi.ng congested regions?é this topology are 315 kbps fofs_.g and f7_g, and 335 kbps
and 7—>8.are congeste(_j, ang_.gis a subset 0[455. Cham- for f_3; the asymmetry in this topology permitg_ sz to
Cross (Figure7) contains two congested regions, with fougchieve a slightly higher rate. Relative to other topolsgie
flows traversing one region, and two flows the other-2 is  1cp performs fairly well for this topology. WCPCap achieves
a congested link, but &- 7 does not belong t@1-2. 4— 5 rates within 14% of the max-min optimal rates. WCP assigns
and 4— 3 are also congested, aid_s does include 6~ 7. comparable rates tds 5 and f; 9 as they traverse both
_ I_:lnally, since WCP uses a rat_e-based |mplem§ntat|on,cgngested regioniss_s andL7_g. f1_.3 achieves a higher rate
is important to ensure that itsaseline performance is com- g it traverses only one congested regibg ) but its rate is
parable to that of TCP. To validate this, we ran TCP angh twice the rate of the other flow. Thus WCP achieves a
2In this section, we will assume the transport overhead to healetp the form of faimess in which the rat_e allocations depend noyonl
overhead of WCP while Figur@ assumes the transport overhead to be th@n the number of congested regions a flow passes through, but
same as that of TCP. also the intensity of congestion in those regions.

SWe verified through simulations that the rates determinedutyiiothis . . . .
analytical methodology are achievable while these ratelegaap by 100% Chain-Cross (Figure12). The optimal rates for this topology

are not. are 420 kbps forfg_.7 and 255 kbps for all other flows. TCP



Fig. 5. Diamond topology Fig. 6. Half-Diamond topology Fig. 7. Chain-Cross topology
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starves the flows traversing the most congested link2l flows is reduced); and when the queue at% gets congested,
WCPCap achieves rates within 15% of the optimal max-mthe rate of flowsf; .7 and fg_.7 is cut by half (for example, at
rates. WCP achieves rates that depend inversely on the nun2@s, the rate of both the flows is reduced). FlowT receives

of congested regions traversed, with .7 achieving lower congestion notifications from both congested regions, éenc
goodput andfy .o, fi011, fg_.9 achieving equal rates. WCPIt receives a lower throughput than others. Since there are
is able to utilize available network capacity efficientlfig .z more flows passing throughy_,», it has a higher congestion
does not traverse; ., and gets higher goodput. intensity. So, we see more notifications fram .», and hence

Fairess Achieved with WCP. WCP assigns rates inversely2 lower throughput forfy 2, fg.9 and fio-.11.

proportional to the number of congested regions a flow passes

through and the intensity of congestion in these regions:eMo

the number of congested regions a flow passes through and

higher the intensity of congestion in these regions, theemor The property of assigning rates inversely proportionaht t
will be the congestion notifications received at the sourceumber of bottlenecks a flow passes through is not unigue to
and lower will be the throughput. Note that the intensity o?&WCP. In wired networks, the AIMD algorithm of TCP was
congestion depends on the local topology of the region amd thbserved to assign rates inversely proportional to the rmumb
number of flows passing through the region. As an examplaf, congested links a flow passes through [19]. TCP does not
consider Figurel4 where we plot the evolution of flow ratesretain this property in wireless networks as we observe @& th
with WCP in the Chain-Cross topology. When the queue aimulation results presented for TCP. By making the AIMD
1— 2 gets congested, the rate of floiss.,, f1_.7, fg_g and algorithm neighborhood-centric, WCP achieves this prgpert
f1011 is cut by half (for example, at 10s, the rate of all thesi wireless networks also.
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and WCPCap
C. Discussion limitations.

Impact of Physical LossesThus far, we have assumed perfec{Vithout RTS/CTS — Our simulation results have used
wireless links in our simulations (losses do occur in ofTS/CTS so far. Note that the design of both WCP and

simulations due to collisions, however). Flglﬂ shows the WCPCap is insensitive to the use of RTS/CTS. Both WCP and

performance of WCP and WCPCap for the Stack with a lo¥{CPCap without RTS/CTS (Figute) perform just as well as
rate of 10% on each link. The results are qualitatively samil (&nd get higher goodputs than) with RTS/CTS (FigayeThe

to Figure 9. As expected, the goodputs drop by about 10dd00dputs increase as the overhead of exchanging RTS/CTS
for WCP and WCPCap, as do the optimal rates. We halxremoved. Other topologies show similar results, except f
conducted similar experiments for the other topologies, bi@!f-Diamond (Figurel8). Without RTS/CTS, I~ 2 and 7—
omit their results for brevity. We also illustrate the efigeof © PECOME the most congested links in Half-Diamond, changing
goodput correction in dealing with packet loss (Sectio ). the dynamics of congestion in this topology. Qualitatiyétys
Figure 15 shows the goodputs achieved in the Stack topolodgP0logy starts to resemble the Diamond, with two overlagpi

with 10% loss on all links, when goodput correction i&ongested regions. A lower goodput fbr.g than f; 3 results

disabled. Goodputs are no longer fair. from addlt_|0n_al links 4—> 8 and 6— 8 in L7_,g which reduces
the capacity in the region.

Choice of p and B in WCPCap . The stability of WCPCap

depends on the values @f and 3. Similar to the stability g

studies of XCP and RCP in wired networks [16], [29], We§§5°°

consider a network with a single bottleneck. Since a battten &+°

in wireless networks corresponds to a congested regionsee uz™

2 200

the Stack topology which has only one congested region to |
understand the stability of WCPCap. We run WCPCap for thé0 y
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3
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Stack topology for varying values @f and 3 and determine ° U ° R E
the \_/'_':llues fOI’ which it remains stable. Figuté shows the_ Fig. 20. WCP with delayed flovig. 21. WCPCap with delayed flow
stability region of WCPCap. For the parameter values lyingrival arrival

below the curve shown in the figure, WCPCap is stable. FBerformance under Network Dynamics.In the simulations

all the topologies studied in this paper, any valueoadnd 3  above, all flows start and end at the same time. Fig@&s
within the stability region yields nearly similar perfornmee and 21 show the instantaneous sending rete(Section 111)

as WCPCap converges quickly. We verify using extensid all the flows in the Chain-Cross topology for WCP and
simulations that a higher and lower value pfand B does WCPCap respectively, when flows do not start and stop at
not impact our results. We omit these results due to spatee same time. Specificallyf; .7 starts at 25 and ends at



100s, while the rest of the flows start as@nd end at 208 However, with change in the link layer rate, the transmissio

It is evident from the plot that both WCP and WCPCap amange of a node changes leading to change in the number of
fair not only when all flows are active, but also before thaodes that can successfully receive a packet from a nods. Thi

arrival and after the departure di_.7. Note that the rate of causes the topology of the network and, therefore, the neigh

fe_.7 decreases and then increases between 30s and 100s. bbikood of each node to change. Since the resulting changes i

variation occurs to clear the queue and adaptively set theevatopology occur at a time scale faster than the convergenee ti

of U at edge 4— 5. of WCP, WCP is unable to converge to a fair rate. We refer

Delay and ConvergenceSince WCPCap keeps the networknterested readers to our technical _report [43] for simatat
within the achievable rate region, it is able to maintain tbena "€Sults and a further discussion. Finally, note that WCPCap
queues than WCP. Hence, WCPCap has smaller average éfgumes that each edge knows the data rate at its neighboring
to-end delay than WCP (Figutk9). The one exception is the €d9€s, hence, assuming that this information is also passed
Chain-Cross: since the throughput of flows-47 and 67 (O neighboring nodes as the rest of the control parameters,
is higher in WCPCap than WCP, the total traffic over-67 the issue is again that of time scales. Even though WCPCap

is much higher for WCPCap (Figur#2). This results in a CONvVerges faster than WCP, it usually does not converge fast

higher delay for these two flows. enough to adapt to neighborhood topology changes due to auto
WCPCap converges quickly as can be seen in Fi@re rate adaptation in time.

It converges tof < 1 of the final rate within within!%31=9)

: : ) log(1—p
iterations of the algorithm (see the proof of Leer)awhmh D. Summary

implies that forp = 0.3, it will converge to 90% of the e summarize the throughput properties of WCP and
final rate in 7 iterations of the algorithm, which, for al\ycpcap observed via simulations in this section. (i) WCP
our topologies, takes less thansl@Iso, as is evident from gjiocates rates that depend inversely on the number of
Figure 20, WCP's convergence is slower as the rate per flogongested neighborhoods traversed by a flow and the ingensit
is additively increased by a constamtper RTT. Finally, the of congestion in those regions. (i) WCPCap allocates to each
evolution of flow rates exhibit a sawtooth pattern which igow a rate within 15% of the rate allocated to it by the max-
expected from an AIMD algorithm. min fair rate allocation. The main reason for the difference
Performance with Larger Interference Range. If the in throughput achieved with WCPCap and the optimal is the
interference range is larger than the transmission rarg t use ofU < 1 with WCPCap to account for finite buffer sizes
all nodes sharing a wireless channel (and thus the capaciyd retransmit limits, and the approximation of using only
may not be able to communicate control information (likéocal neighborhood to estimate available capacity. WCPss le
congestion status) amongst themselves. In the absencesof @fficient that WCPCap because it is an AIMD algorithm. For
control information exchange, WCP’s design principle tHht athe Stack topology where the rate vector achieved by WCP
flows which contribute to congestion on a link should redudeas fairness properties similar to the max-min rate aliooat
rates may break which may lead to an unfair rate allocatioitis within 20% of the optimal. (iii) Finally, WCPCap exhilsit
Thus, we need extra mechanisms (like exchanging conttow delays and fast convergence.

information exchange between two-hop neighbors or sendingHowever, while WCP is implementable (indeed, we describe
control information at a lower rate/better modulation sole¢ results from an implementation in the next section), some
to ensure successful control message exchange betwees nebellenges need to be addressed before the same can be
which share the same wireless channel. We refer interesgsdd of WCPCap: the potentially high overhead of control
readers to our technical report [43] for further details asllw information exchange, and the ability to estimate the arhoun
as results on the performance of WCP for different topologi@$ interference from external wireless networks so that the
when interference range is greater than the transmissiugeta collision probabilities can be correctly computed. None of
Finally, note that since the methodology of [27] is applieabthese challenges are insurmountable, and we plan to address
when the interference range is greater than the transmissibese as part of future work.

range as this only modifies the definition of neighborhood

and not any of the analysis, and since WCPCap assumes V. EXPERIMENTS

a complete knowledge of the neighborhood topology, itS\ye have implemented WCP, and, in this section, report its
performance will not suffer. However, it will also need @tr herformance on a real-world testbed. We first validate aur si
mechanisms to ensure the sucpessful exchange of contrel M@stions by recreating the Stack topology and showing that o
sages between all nodes sharing the same wireless channglperimental results are qualitatively similar to thoseagied
Performance with Auto-Rate Adaptation. Auto-rate adap- in simulation. We then demonstrate WCP’s performance on a
tation affects two characteristics of a topology: Link gatel4 node topology running five flows in a real-world setting.
of individual links, and the transmission range of each .link Our experiments use an ICOP eBox-3854, a mini-PC run-
With nodes continuously adapting their link rates, the shap ning Click [37] and Linux 26.20. Each node is equipped
of the network at any given instance consists of links wittvith a Senao NMP-8602 wireless card running the madwifi
different rate. Since WCP implements fairness at the tramspdriver [1] and an omni-directional antenna. Wireless camgs
layer, it is able to adapt to different physical rates at fh& | operated in 802.11b monitor (promiscuous) mode at a fixed
layer. transmission rate of 11Mbps with 18dBm transmission power.
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topology

RTS/CTS is disabled for the experiments. We empirically Much work remains. First, we plan to further investigate the

determined, at the beginning of each experiment, that thind of fairness achieved by WCP by rigorously defining the

packet loss rate on each link was less than 10%. intuitive concept of congestion intensity. Second, weridtéo
On these nodes, we raactly the same code as in our sim-investigate efficient implementations of WCPCap. Finallg, w

ulator by wrapping it within appropriate user-level elertgen intend to explore the impact of short-lived flows and mopilit

in Click. Furthermore, all experimental parameters arecya on the performance of WCP and WCPCap.

the same as in the simulation (Taklle with one exception:
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