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Abstract—In this paper, we characterize the achievable rate simply characterized by the constraint that the sum of flotesa
region for any 802.11-scheduled static multi-hop network. To do®  at each edge is less than the data rate of the edge. For a multi-
we first characterize the achievable edge-rate region, that is, thset hop network with optimal scheduling, this region is chaesized

of edge rates that are achievable on the given topology. This reqas N .. . . .
a careful consideration of the inter-dependence among edgesnee using independent sets [1]. Characterizing this regiohesmain

neighboring edges collide with and affect the idle time perceived Missing step in the characterization of the achievable negéon
by the edge under study. We approach this problem in two steps. for 802.11-scheduled multi-hop networks.

First, we cqnsider two-edge topologies anq study .the fundameﬂta Related Work: There is a large body of interesting work on
ways by which they interact. Then, we consider arbitrary multi-hop modeling the behavior of IEEE 802.11 in a multi-hop network.

topologies, compute the effect that each neighboring edge has on_, . . - . . .
the edge under study in isolation, and combine to get the aggregate | IS Work can be subdivided into five broad categories. (i) [7

effect. We then use the characterization of the achievable edgate 8] present a detailed analysis for specific topologies ustiaty
region to characterize the achievable rate region. We verify the (like the flow in the middle topology or the chain topologyutb

accuracy of our analysis by comparing the achievable rate region their methodology cannot be applied to any arbitrary togglo
derived from simulations with the one derived analytically. We make (i) [9-11] propose a methodology independent of the togplo

a couple of interesting and somewhat surprising observations while - : ok
deriving the rate regions. First, the achievable rate region with at hand, but in order to keep the analysis tractable, thepldim

802.11 scheduling is not necessarily convex. Second, the perfemece the operation of the 802.11 protocol. In particular, thegoge
of 802.11 is surprisingly good. For example, in all the topologies lack of coordination problems due to topology asymmetries,
used for model verification, the max-min allocation under 802.11 is gnd/or certain aspects of the protocol like the binary exmbial
at least 64% of the max-min allocation under a perfect scheduler. )5 koff mechanism. (iii) [12—14] focus on modeling and gzal
Index Terms—IEEE 802.11, Capacity Region, Muti-Hop Net- ing interference at the physical layer. To eliminate MACuiss
works. which complicate the analysis without effecting the phaklayer
model, they assume that all transmitters are within rangeach
other, and ignore certain aspects of the 802.11 protocd lik
the binary exponential backoff mechanism and ACK packets.
A central question in the study of multi-hop networks is thgyyr work is complementary to papers of this category. We use
following: Given an arbitrary multi-hop topology and a aadtion simplified physical layer model but a complete model for
of source-destination pairs, what is the achievable raj@oneof gg2 11 MAC layer with no assumption on the topology at hand.
this arbitrary multi-hop network. Researchers have foated (Section VIl discusses how the more sophisticated phytyair
a multi-commodity flow problem to answer this question [1, 2}odel proposed by papers of this category can be incorpbrate
These papers assume optimal scheduling with differentferte \yith the MAC layer analysis presented in this paper.) (V341
ence models at the MAC layer in their formulations. Howeve1,7] are perhaps the closest to our work. They present a genera
the MAC protocol used in all the multi-hop networks beingnethodology without making any simplifications to the 802.1
deployed is IEEE 802.11, see, for example, [3-6]. Charatey pnrotocol. But their methodology cannot be applied to tog@s
the achievable rate region of an arbitrary multi-hop netweith  \yhich have nodes with multiple outgoing edges, and hence,
802.11 scheduling is still an open problem and is the focus @§nnot be used to study any arbitrary multi-hop topologytifar,
this work. This characterization will have several apgi@as. tphege papers do not incorporate all the possible deperegenci
For example, it will allow researchers who propose new raignich can exist between both neighboring and non-neighlori
control or routing protocols for multi-hop networks with 301 edges which makes them increasingly inaccurate as the packe
scheduling to compare the performance of their scheme Wih t31smission time increases. (v) [18] proposed a completeein
optimal value. to derive the one-hop throughput for 802.11 in multi-hopaiop
Setting up a multi-commodity flow formulation for 802.11-jes. This model is more accurate than the previous onesiseca
scheduled multi-hop networks runs into the following pesbt it yses a Markov chain to capture the complete network state i
What is the achievable edge-rate region of the given multi- each of its states. However, the Markov chain has an exp@hent
hop topology? The achievable edge-rate region is the regigfimber of states which precludes the model’'s use for anyndece
characterizing the set efige rates achievable on the given multi- sjzed network. (For example, a typicad node network will
hop topology. For example, for a wireline network, this @is  require constructing and solving a Markov chain with morarth
. . . o 500000 states.) To summarize, an accurate, general and scalable
A. Jindal and K. Psounis are with the Department of EIectrE}ag{neerlng, method to characterize the achievable edge-rate regioraror
University of Southern California, Los Angeles, CA, 9008S$AJ e-mail: (apoor-
vaj,kpsounis@usc.edu). 802.11-scheduled multi-hop network is still missing.
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Our Contributions: The main contribution of this work is - Tﬁgfgf\g‘f;g@
. . . . €
to characterize the achievable edge-rate region for angngiv . Edge rate at
multi-hop topology in a scalable manner. We adopt the falhaw E[Se] _Expected service time at
methodology to characterize this region. We first find thesgtpd | Prrs (Pors Probability of successful RTS (CTS, DATA,

. . . . .. - PHaT A Pack) ACK) transmission in absence of collisions
service time at a particular gdge_ln terms of the collisioobaibil- . T Time taken fo complete one packet fransmissior|
ity at the receiver and the idle time perceived by the trattemi T. Time wasted in an RTS collision
of that edge. The hard part in the procedure is to find these  p Probability of successful RTS-CTS exchange
collision probabilities and idle times because their valepends . when backoff window value &T. is W
on the edge-rates at other edges in the network. To find theva P Pf°b:b"”g Oka:fCC_eSdeU' DAITA'aAlSK e;;hange
of these variables, we decompose the local network topology— When backoTl Window vaue & 1S 77
into a number of two-edge topologies, derive the value of¢he Pigic Probabilty that channel is idle arouri
In O a g polog K ! Plog Probability that the backoff counter atis equal to0
variables for these two-edge topologies and then apptepyia Ker Expected number of DATA transmissions per packet
combine them. Finding the expected service time at each edge  N° Set of edges which interfere with

allows us to characterize the achievable edge-rate redias.
important to note that this “decompose and combine” apgroac TABLE |
that we fO"OW provides an intuitive preciSe description h]IﬁN A BRIEF DESCRIPTION OF THE NOTATION USED IN THE ANALYSIS(PLEASE
neighboring nodes of a multi-hop wireless network affect each REFER TO THE TEXT FOR PRECISE DEFINITIONS
other under a random scheduler like 802.11.

We use the characterization of the achievable edge-raterreg

. . . . Packet Payload 1024
to characterize the achievable flow-rate regidar any multi- MAC Header 34 bytes
hop network and a collection of source-destination pairs.tién PHY Header 16 bytes
verify the accuracy of our analysis by comparing the achikva g‘%’; ;g Eyzes * §:$ Eeage
flow-rate region derived by simulations to the one derived by TS 1 &éi TPAY hggdg
analysis for different topologies. We make a couple of ie$éing Channel Bit Rate 1 Mbps
observations from these achievable flow-rate regionst,Ring Propagation Delay| 1 ps
achievable flow-rate region for an 802.11-scheduled nindp- S'Ostlg'sme ?8 LS
network is not necessarily convex. Second, for all the togiels DIFS 50 55
studied in this paper, the max-min rate allocation under. BD% Wo 31
at least64% of the max-min allocation under a perfect scheduler. m 5

The outline of the rest of this paper is as follows: First, TABLE Il

we introduce the network model and the simulation setup in
Section Il. Then, Sections Il and IV describe the methodglo
to characterize the achievable edge-rate and flow-rateomegi

respectively for any multi-hop topology and a collection Ofing the effect of multiple interferers [19]. However, to enstand
source-destination pairs. Section V verifies the accurdcth® ihe pehavior of the 802.11 MAC and derive the achievable
model by comparing achievable rate regions derived th@algt ate region associated with 802.11 MAC layer without making
and via simulations. Section VI discusses some approXimsti oy simplifications in the protocol, we purposely negleatst
that allow to solve the coupled system of multivariate emst nysical layer issues. Their absence is not altering alifitAC
derived in Section Il without an iterative procedure. $actVII properties, while their inclusion would unnecessarily glinate

discusses some extensions of the analytical methodolagallys  ihe analysis. Note that in Section VI, we discuss how to nemo
Section VIII concludes and discusses some future diregtion 0 binary and pairwise assumptions on interference.

SYSTEM PARAMETERS USED TO OBTAIN NUMERICAL RESULTS

In the absence of a collision, a transmission may get lost due
to physical layer imperfections like fading, hardware eoe&tc.
A. Network Model Successful reception of the RTS, CTS, DATA and ACK packets
We assume that the static multi-hop topology is given as @ansmitted on some edge ¢ £ in absence of collisions are
input. An edge between two nodes implies that the two nodemdeled as Bernoulli random variables with success prdibabi
interfere with each other (irrespective of whether they baar equal top$, ¢, PErg, PH a4 @NADP5 o respectively. (Note that
each other's transmission successfully or not). Thus, tipaiti if two nodes are within each other’s interference range bitgide
topology is defined by the interference gragh= (V, E) where each other’s transmission range, then these probabiitegqual
V is the set of all nodes and’ is the set of all edges. Theto 0.) Table | summarizes the notation introduced in this (ared th
interference is assumed to be binary, that is, a transmmissigext) section.

emanating from one of these interfering nodes will alwayssea \\. Jssume that the set of flows is also given as an input.

ﬁ CO”'S'Onb att the ottir:er nodg, anq palnll\/ls_lgi]_th{itt|si mtei;? Each flow f € F is represented by a source-destination pair. Let
appens between these node pairs onl. 1nis interieren m%(f) denote the source antl ) denote the destination for flow
neglects some physical layer issues like the capture eff&t

f- We assume that the arrival process for each flolwas i.i.d.
1Achievable flow-rate region is also referred to as the actiit rate region. (independent and identically distributed) ”_]ter'amt‘mes’ and a
Both these terms are used interchangeably in this paper. long term rate equal toy. We also assume independence between

Il. PRELIMINARIES



the arrival process for different flowtsand denote the edge rateof retransmission attempts after which the packet is drdppea
(sum of the flow rates at the edge) induced by these flows on edgey large value to avoid packet losses. This allows us t@egea
e by \.. A given set of edge rateAr = {\. : ¢ € E} is said the achievable rate region without having to worry aboutgport
to be achievable if the input rate at each queue in the netigorkdayer retransmissions to recover from these losses. Thikepac
less than the service rate at that queue. Then, a given setef esize is fixed to bel024 bytes. To use simulations to validate the
to-end flow rates is said to be achievable if there exists emgu theoretically derived capacity region, we simulate all gibke
(multiple paths per flow are possible) such that the induadd £ombinations of flow rates with each flow rate varying frono
of edge-rates is achievable. The achievable edge-rate awe fl1 Mbps in steps ofl0 Kbps and plot the achieved output rate at
rate regions are then defined as the closures of the corrdsgpn the destination.
achievable sets of rates.

We assume that each node is running IEEE 802.11 with I1l. CHARACTERIZING THE ACHIEVABLE
RTS/CTS at the MAC layer. (We assume RTS/CTS because its EDGE-RATE REGION
use is suggested by the 802.11 standard and we do not want tgyiq section characterizes the achievable edge-rateregio
ignore any part of the protocol.) Lét,, andm denote the initial ¢, any multi-hop topology.
backoff window and the number of exponential backoff window
respectively. We assume that the basic time unit is equah& o .
backoff slot time. LetT'rrs, Tcrs, Tpara and Tycx denote A. Expected Service Time of an Edge
the time taken to transmit one RTS, CTS, DATA and ACK packet This section finds the expected service time of a particular
respectively. (Note that the DATA packet includes the UCRR, 1edge (denoted by) in a particular topology (denoted k) by

MAC and PHY headers along with the payload.) We also assu@nstructing and solving a Markov chain (MC) for this edgheT
that all packets are of the same size, Boar4 is a constant. states of this MC describe the current backoff window, bécko

Let 7. denote the time wasted in an RTS collision and7et counter, and time since the last successful/unsuccesssIGI'S
denote the time it takes to complete one packet transmissié¥change (see next paragraph for details). The transitiiogbil-
Then,T. = Trrs + DIFS + 6 and T, = Trrs + SIFS + § +  ities of this MC fore depend on the collision probabilities at the
Tors+SIFS+8+Tpara+ SIFS+38+Tacx +DIFS+6§  receiver ofe, which, in turn, depend on the exact state at the other
whered is the propagation delay addI F'S andSIF'S are IEEE edges in the network. In order to decouple the MCs and redhece t

802.11 parameters. state space, we find the average value of the collision piliided
We will be making the following two assumptions throughouby averaging over all possible events which can cause asioolli
the paper to simplify the analysis. at the receiver. (Note that these events are not indepejdére

Assumption 1: First, we assum@&rrs < Ts andTorg < T,.  dependence between the different edges, and, consequéOty
The protocol description recommends the use of RTS/CTS origycaptured via these average probabilities.
when the size of the DATA packet is much larger than the size of Prior work on the analysis of 802.11 has also attempted to
the RTS packets. This is in line with the fundamental pritecipreduce the state space of a MC describing the backoff windalv a
that the load due to control packets should be a small fractigounter values. For single-hop networks, the author in [@2]
of the total load. Hence, this assumption is satisfied formadr sumed node homogeneity and independence, an approach which
protocol operation. has been justified rigorously recently [23]. In the contekt o
Assumption 2: Second, we assume tha&t, > 1. Default multi-hop networks [15, 17] a somewhat similar approachucso
802.11 parameters satisfy this assumption. In generasithg has been used, but not all events leading to collisions have
a small value forl¥, will not properly regulate random accesdeen considered, and these events have been assumed to be
to the channel, and will cause a lot of collisions and thrqugh independent. Later sections describe how to find the value of
loss even for WLAN’s. Hence, this assumption is also satisfi¢dese average collision probabilities, here we focus onirfgnd
for normal protocol operation. the expected service time assuming these probabilitiegiaea.

B. Smulation Setup The evolution of the 802.11 MAC layer state at the transmitte
We use simulations to verify the accuracy of our analysig.f edge c after receiving a packet from the n_etwork layer is
We use Qualnet 4.0 as the simulation platform in this papé?presented by the absorbing MC shown in Figure 1. The MC

arts from the statSTART (which represents a packet entering

) : . . St
since it has been shown to provide an accurate and reali SHC e .

. . : P . . ? € MAC layer to be scheduled for transmission) and endsen th
simulation environment [21]. All our simulations are cowctkd

using an unmodified 802.11(b) MAC (DCF) with RTS/CTS. w%tate DONE (which represents the end of a successful packet
use default parameters of 802.11(b) (summarized in Table erlinscrz?lesdsti);)e. I Tsk:?;(e)fttii :/Ie(r:v It((:)eretlar\nﬂ%eﬁté f?(?rl:]aIS#XRt'lt] €

in Qualnet unless otherwise stated. Auto-rate adaptatiohea P :
MAC layer is turned off and the rate is fixed &vbps. We set

The state(j,W;),0 < j < W;,0 < i < m, represents the
. . L transmitter state where the backoff window is equallitp and
the buffer size and maximum retry fimit in 802.11 (the numbethe backoff counter is equal tg. The backoff counter keeps

2Since we assume independent inter-arrival times and indeperdbetween decrementing till it expires (reaches st&teW;)) which is then
the arrival process for different flows, what we derive is wéo bound on the followed by a transmission attempt. The transmitter firstrapts

capacity region derived without any assumption on the drpvacesses. _ : - - ese T
SWe do not provide a description of IEEE 802.11 protocol. Béeefer to [20] an RTS-CTS exchange, which fails with prObab"ﬁS{i - (Thus,

for a detailed description of the protocol. pi:iT denotes the probability that the RTS-CTS exchange at edge



variables: LetE[T;¢] and E[Ty;¢] for 1 < i < m denote
the additional time required to reach the start of a sucoéssf
packet transmission given that the backoff window just got
incremented td¥; due to an unsuccessful RTS-CTS and DATA-
ACK exchange respectively.

BIT5] =T+ 2 4 T BTG |+ (1057 ) v BTV,

2P;d1e

BITy) =T+ M5 4 pe T BTG 1+ (1- 087 ) o7 EITS, ]

Pidle

Bl = T+ 2o + ol BTG+ (1- 000 ) i BITWS) (@)

20501
wheren, = { tT1 TIsism=1""\oe that the Equation
m ifi=m

(1) is derived based on the following rule for finding the mean
time to reach an absorbing state in an absorbing MCS.é¢note
all the states of a MC, lep;; denote the transition probability
from state: to statej, let k € S denote the absorbing state and
let T;;, denote the mean time to reach statéom statej. Then
Tik = pirs + 2 jes Pij Ljk-

To derive the value of the expected service time at a paaicul
edgee using Equation (1), one has to first find the vaIuepr,

pi" andp,. for that edge. The next two sections describe how
to find the value of these variables for any edge in a givenimult
e in topology T is unsuccessful given that either the RTS/CT8op topology.
exchange or the DATA/ACK exchange was unsuccessful in theNote that we have neglected the effect of post-backoff in
previous: transmission attempts. Note that Table | contains a briéfis MC. (Post-backoff refers to backing off right after the
summary of the variables which are being rigorously definmed iransmission of the last packet in the queue, in anticipatid
this section.) The staté§’,., W;),1 < k < T, represent an unsuc-a future packet for which there will be no backoff if post-
cessful RTS/CTS exchandetime-units before, while the statesbackoff has completed in the meantime.) Since we are irtetes
(T, W:),1 < k < T, represent a successful RTS-CTS exchange determining the boundary of the capacity region, thisl wil
k time-units before, followed by the DATA-ACK exchange whichhave a negligible impact on the accuracy. This is because the
fails with probability pf:iT_ (Thus, pi’iT denotes the probability boundary of the capacity region depends on the service fateo
that the DATA-ACK exchange is unsuccessful given that th&RTbacklogged edges, such edges are almost always busy artd don’
CTS exchange was successful, and either the RTS/CTS exehaprst-backoff, and their dependence on non-backloggedseidge
or the DATA/ACK exchange was unsuccessful in the previpusnearly unaffected by the post-backoff taking place in these-
transmission attempts.) If the DATA-ACK exchange is susfidls backlogged edges.
the MC moves to the stateONE. If either the RTS/CTS or the
DATA/ACK exchange is unsuccessful, the backoff window i S& perjyation of Collision and Idie Probabilities for Two-Edge
to W, if i < m, and toW,, if i = m, and the backoff counter Topologies
is chosen uniformly at random in betweérand the new backoff ) ) i . ) o
window value and the MC jumps to the corresponding state. Th_|s section finds the cqll|3|on and idle probabllltlgs fdr.a
Note thap>” andp"” depend ori which denotes the numberPOssible two-edge topologies. A two-edge topology is define
of successive transmission failures. Since the probwgbitiat to be one which has two distinct e_dges not sharlng_the same
there are more tham: + 1 successive transmission failures id/ansmitter. These two-edge topologies reveal the typéatef-

small for the default values of 802.11, we approxinmﬁtép and dependence which can exist between two edges in a multi-hop
e,T ) T eT . ' network and an analysis for these topologies will serve &s th
py; fori>m by pg, andp;’,,. In case one decides to not us

the default parameters of 802.11 and setto a smaller value, %undmg block for the analysis of more complex topologies a

. o : . will be seen in the next section. [15] identified four diffete
then one can introduce additional states in the MC till son%%te ories of two-edae tonologies which can exist in a aiven
value m’ > m such that the probability ofn’ + 1 successive 9 9 Polog g

o ; . multi-hop network and analyzed them to study unfairness in
transmission failures is small.

This MC does not capture the duration of time the backoﬁ)oz'11 networks._Here we d_erl\_/e the ach!evable e-dge-rgt_erre
counter may get frozen due to another transmission withén tFPr these topologies. (This list is exhaustive, that is,palssible
transmitter's neighborhood (due to the physicallvirtualrier two-edge topologies belong to one of these four categdpris.
sensir;g mechanism of the 802.11 protocol). To capture thigse the following notation throughout this section: and e,

€,

let p;;,, denote the proportion of time the channel around thfenote the two edges under consideration, and j = 1,2,

transmitter of edge: is idle conditioned on the event that thergjenote the edge rates (in packets/time unit). Furthefleand
is no successful transmission ongoingeatVe now use the MC o : ' . J
to derive the expected service time at edgelenoted byZ[S.]) R.;, j = 1,2, denote the transmitter and the receiver of the two

in Equation (1) in terms of the collision and idle probaist edges. Finally, ley}.¢ and B¢y, t,7 € {Te,, Te,, Re,, Re, },
For ease of presentation, we define the following two additio denote the event that the RTS and the CTS packet transmitted b

Fig. 1. The Markov chain representing the evolution of agraitter’s state.



B——® "

- Approximating pg,, by its upper bound is accurate when
. . there are few collisions and data losses at the physical,laye
. & . & otherwise approximating it with its lower bound will be more

@ (b) accurate. So we make the following approximatigs,, =

2 R e,CoS
i p [ < Pcutof f .
= m Vot b %os wherep,, is the value of the
G @ @ { 2 if p;,7§05 > Peutof f Pcutof f

DA'IV'YAV,X\ICK exchange loss probability which results in the lew
and upper bound yielding the same error. (Its value for tHaue
© () parameters of Table | is equal to 0.8.) This approximation is
not introducing significant inaccuracies for the followirgason.
Fig. 2. Different two-edge topologies: (a) Coordinatedistss, (b) Near hidden Assumption 2 implies that the probability of an RTS collisio
edges, (c) Asymmetric topology, (d) Far hidden edges. at some edge due to another edge with which it forms a
coordinated stations topology is rather small (since thpeup
bound is small). On the other hand, the probability of RTS
collisions due to edges with whicl forms an asymmetric
due o far hidden edges topology (Sections 11I-B.3 and IIl-Bid)
much larger, and it dominates the calculation of the overals

1) Coordinated Sations (CoS): A two-edge topology is a collision probability. Finally, if there are only coorditeal stations
coordinated station topology if,, and T,, interfere with each 1N ¢'S neighborhood, the effect of the backoff counter being ém
other. Figure 2(a) shows an example of a coordinated statid€ 10 carier sensing will dominate over RTS collisionse(se
topology. Note that there are other two-edge topologies al§dauation (1)). Section V verifies that making this approxiom
whereT,, andT,, interfere with each other, but with no interfer-N@s no significant impact on the ag?g[gcy of the analysis.
ence links betweefl,, and R, and/orT,, and R,,. However,  Finally, we derive the value op;;;. = in the next lemma.
the performance profile and most of the analysis remains th&¢ Uuse the following variable in this derivation. Lét. r
same, hence, all these topologies are referred to as catedin d€note the expected number of DATA transmissions per packet
stations. The minor change introduced by the lack of interfee @t €dgee in topology 7" including the extra transmissions due to

links betweenT,, and R., and/orT,, and R., is discussed at unsuccessful DATA-ACK exchange. Using elementary prdbabi

nodet is not correctly received at nodedue to physical layer
. Re, ,Te.

errors respectively. For exampl&,;5 “* denotes the event that

the CTS transmitted by, is not correctly received &,

to physical layer errors.

the end of this section. ity, Keq = >0 " (1 —Pze,’iT> (H?:ﬁ P?,’x?) + (H;leze,’iT>
We first state the value qff’ji’c"s in the following lemma. <m 141
Lemma L1 p;7 "% = 1— (i upa X Do) 0 <i <m,j=1,2. (t=pim) )"
Proof: For this topology, the RTS-CTS exchange will Lemma 3: () pi},c°° = lfK”’ﬁ‘f;jij“A”T‘“’,

successfully avoid any DATA collision and the DATA-ACK(ji) p¢2.¢0% — 1= Key,CosAey Ts—Aep Ts
. idle 1-Aey Ts
EXChange will be unsuccessful Only when the DATA or the ACK Proof: The backoff counter for edgel is frozen when

packet gets corrupted due to phygicsal layer effects. B 3 transmission at edge, is going on given that no successful
. ej,Co . .. . . .
We next derive the value of.’; "~. Note that the analysis transmission is going on at edgg.* The net rate at which

presented in [22] can be directly applied for this topology tpackets are transmitted at edge is equal toK,, cos)e, and
derive the value ofy.’; °% under saturation conditions (whenT, is the expected service time of one packet. Hence, the
transmitters always have a packet to send). The followingi@ probability that there is a transmission ongoing at edge
finds this probability for non-saturation conditions. is equal to K., cosAe,Ts. Notice that this derivation ignores
Lemma 2: the extra RTS-CTS traffic generated by an unsuccessful RTS-
() pe %% =1 — (PHrs x Péps (1 — Ay E[Se,]p2)), 0<i<m,  CTS exchange, but this is fully justified by the assumpticat th
(i) p°°% =1~ 32rs X DZrg (1= e, B[Se,Ipik)), 0<i<m, Trrs < Ts (Assumption 1). Similarly, the probability that a

where ﬁ < Py < ﬁ is the probability that the backoff successful packet transmission is going omas equal to),, 7.

counter at edge is equal to0. Putting everything together yields the resylf2,“° is derived
Proof: We first look at edge:;. The RTS/CTS exchange isusing similar arguments. [ ]
unsuccessful if either the RTS or the CTS is lost due to playsidNote that if there is no interference link betwe&p, and R,
layer errors or an RTS collision happensiat . An RTS collision in Figure 2(a), then the probability of RTS collision at will
will occur only if the backoff counter at edge also expires in be equal to0 instead of \., E[S., |pg: . Similarly, absence of
the same slot duration resulting in bdth, andT,, sending an the interference link betweeff,, and R., will result in the

RTS packet. Thus;;i}i’c"s = P(e2 has a packet to sena p¢2 . probability of RTS collision at; to be equal td.

(2) P(e> has a packet to sepd= A, E[S.,] as the probability 2) Near Hidden Edges (NH): Figure 2(b) shows the topology

that a queueing system is non empty is equakig]S] whereA ye\nging to this categorif,, andZ,, do not interfere with each
is the packet arrival rate into the system afb] is the expected

service time. (b) As derived in [22]p¢2 is upper bounded by “If the RTS fromT., is successfully received &, , the backoff counter at

wo

2 2 ; ; Te, is frozen due to virtual carrier sensing, else its frozen tuphysical carrier
Wo+1 and lower bguggsed bﬁm“' Putting everything together sensing. Hence, whenever there is a transmission on®egddbe backoff counter

yields the resultp,? is derived using the same argumentsat e, is frozen.



other, however, there is an interference link betwdeg and probability that the transmission at which collided with the
R., as well asT,, and R.,. The values oﬁvf@’NH,pifi’N and first RTS transmission b¥., (when the backoff window &t

PféiiVHa 0<i<m,j=1,2, are derived in a manner similar toWas W) ends before the second backoff countefl gt eépi‘rgs

the derivation of the corresponding probabilities for atinated (When the backoff window af, is W,). To evaluatep.’;"",
stations. The only difference is that nafy, (7.,) will freeze Note that the backoff window also increments if the first RTS-
- 1 2

its backoff counter only when a CTS sent froRy, (R.,) is CTS exchange went t.hrough but the subsgq_uent DATA_ or ACK
successfully received &F,, (7.,). So, the RTS transmitted by packet was lost, in which case thg RTS collision probabéitgr

T., (T.,) can now collide in the following four scenarios: (i) botnth€ second backoff counter expires is equal K0, asAc, T

T., andT., start transmitting an RTS in the same slot duratiomRutting everything together yielg§;** = 1 <p;1TSXp€ClTS(1_

(i) T., (T.,) starts transmitting an RTS anH., (R.,) Starts

transmitting a CTS in the same slot duration, (i), (7,) starts ((1 = Pirso) P + Pirso((1—po) + pépi}o’AS)))), where
transmitting an RTS whild, (T.,) is still sending an RTS, and ., as

= UCTLLE £ is the probability that an RTS
(iv) The CTS fromR., (R.,) is lost due to physical layer errors” 750 = 3o (1523255 45 P Y

atT,, (T.,). collision occured at thé end of the first backoff given that
P either the RTS/CTS exchange or the DATA/ACK exchange was

3) Asymmetric Topology (AS): Figure 2(c) shows an exampleynsuccessful at the end of the first backoff.
of the topology belonging to this categor¥., and7,, as well

asT., and R., do not interfere each other, bifit, and R., are Transmission Transmission
within each other’s interference range. The main charstier Sta"“":acketemers y Ny encoone

. . . . RTS i RTS I
of this topology is thatT,, is aware of the channel state as it MAClayerate  ate, ae phobenciigid
can hear the CTS fronR,,, but 7., is totally unaware of the P st g~

channel state as it can hear neither the RTS nor the CTS from
the transmission oa,.
We first derive the collision and idle probabilities for edge Fig. 3. Multiple RTS exchanges at; can collide with the same DATA

t

The following lemma derives the value pfli’AS. transmission orez for the asymmetric topology.
Lemma 4 51.*‘5:1—(51 X p% e (1 — P2 Ao, E[Se ) . i
o P Poara* Pack (1~ PigAca BlSe.]) We now generalize the derivation pf';** to find the value
e1prleg . H . ’ i .
g(l— P(Eors ) Key.ashe, T ) ), 0 < i < m. The expression for peA9 1 < i < m. We define the following variables for
€

— was derived in Section 111-B.1. . 1,AS .
' . . ease of presentation. (a) L >, 0 < i < m, denote the
Proof: The DATA packet send by, will collide if one P (2) Lp TS5, == m

 followi h 0 T o probability that an RTS collision occurred at the end of the
of following two events appen: M 2 starts transmitting an ; 4+ 1)t backoff given that either the RTS/CTS exchange or
RTS andR,., starts transmitting a CTS in the same slot duratio

N . ) e DATA/ACK exchange was unsuccessful at the end of the
(i) The CTS from [, is not recove_reo_l ate, QU_e to physical i+ 1)*" backoff. If there is no RTS collision at the end of the
layer errors, andFQ_stqrts a transmission as it is not aware ogtz. + 1)t backoff, then the probability of RTS/CTS exchange
the ongoing transmission aj. LAS _ being unsuccessful at the end of the next backeff-{ 2)!"

We next derive the value qfS’;”” in the following sequence backoff) is equal tqjildAs_ (b) Letp%%gie,u,.ia 0 < i < m, denote

K2

of lemmas. The first lemma directly follows from the followgin the probability that an RTS collision occurred at the endhf t

observation: ifl, transmits an RTS while a transmission at edg(eHl)th backoff given that (i) either the RTS/CTS exchange or the

c2 is going on, it will colliqe. As before, note that this lemmay xra;ack exchange was unsuccessful at the end of(thel )*?
ignores the extra RTS traffic generatedegatby an unsuccessful backoff, and (ii) the collision occurred with a transmission e

RTS-CTS exchange, which is not a problem sifiéers << Ts  \ynich started when the backoff window d, was W;, that

(Assumption 12' AS . . is, the colliding transmission om, started while the backoff
Lemma 5 pi™ = 1= (Prrs X Pors (1 = Kea.asAeT)). counter at7,, was decrementing during the + 1)*" backoff.

Now, lets look at what happens after the first RTS collisiod.his probability indicates the start of a new transmissiorea

The RTS collision will cause the backoff window &t, to Which might collide with the subsequent RTS exchanges. &) L

increase tol; and a new backoff counter is chosen uniformly?;,; denote the event that an RTS collision occurred;aivhen

at random betwee0, ;). If the remaining transmission timethe backoff window atl%, was W;, with a transmission o

at edgee, is more than the new backoff counter, then thwhich had started when the backoff window Bt was V.

second RTS transmission at will collide with the same trans- This event indicates the start of the ongoing transmisston; a

mission. (Note that multiple RTS exchanges @ncan collide (d) Finally, let p; denote the probability that a transmission at

with the same DATA transmission oe,, see Figure 3. Prior e2, which started when the backoff window Bt, wasW;, ends

works have not incorporated this effect in their analysisd a when the backoff window &t is W; given that it had not ended

hence, their accuracy decreases s increases.) And if the when the backoff window waB/;_;. This probability is used to

remaining transmission time at edge is lower than the new count the number of RTS exchangeseatwhich collides with

backoff counter, then the probability of RTS collision isuet; the same transmission en.

to K., as)e,Ts. S0, P(RTS/CTS exchange is unsuccessful at Lemma 6:

the end of second backoffa collision occurred at the end of ., .as _ 1 _ (pf%Ts X Pl (1 _ (1 — paAs ) e1,AS

the first backoff) = (1 —p(l)) + p(l)pi}dAS, where p} is the ~°' RTS,i—1)Peo



. ) . ) (1 Req,Rey B Rey,Re,
Z;:E P(Eji-1) (1 —p; er;-pc}O’AS)) , 1<i<m. (1 (1 P (ECT_S )) (1 P g—,ECTS ))) Key,raXe,Ts.
_ N We now describe events which can cause CTS to get corrupted
Proof: Given eventE;;_; occurs, the probability that an que to collisions. Letzs ™ (£STM) denote the union of

RTS collision occurs when the backoff window &, is W; is  the following three events. (if., and 7., start transmitting an
equal to (1 —pl +p§p§}0’AS)- On the other hand if there is NORTS in the same slot duration with.,’s (7,,’s) transmission
RTS collision when the backoff window &, was W;_1, the starting first, (i) 7., (7.,) starts transmitting an RTS while an
probability of RTS collision when the backoff window @i, is RTS transmission is going on at (e2), and (i) 7., (T%,)
W, is equal topﬁfo’AS- Combining everything together using thestarts transmitting an RTS in the same slot duratio®as(R..,)

law of total probability yields the result. To comApSIete tlﬁrida- starts transmitting a CTS. Neglectiritzrs (easily justified by
€1, €1,

: e, AS . ;
tion Ofpc_j,i , we state the values @? (E.) . pisis  Piits... i Assumption 1),P(E{-FH) = P(ESHTH) = A, B[Se, 0%,
andp’’s in Appendix I.
’ RTS exchange RTS exchange
o . . ) succeeds, DATA  End of DATA DATAt issil €
The only remaining variable to be derived for edges p¢}; . wansmision Sarts yansmisson ranaresion sarts  ends successly
. . DATA collid
To derive its value, we use the fact th&t, cannot hear the Wi CTS 0ng | Saoond
transmission orey, and hence the channel &, is always idle. ! Backa
Lemma 7: pcél,AS -1 (a), (b) (d) (e) ® (h) t
S :
&
The next lemma states the value of the collision and idle grob _ RTSechange  £ng of paTa ditceeds DATA  DATA ransmissio
bllltles for edgeeg. The pr00f direCtly fO”OWS from the fO”OWing RTS Co”'destr'nsmiss’ion s'aSZTA tra::smlssmn transmission starts ends successfull
. . . . . collipes
two observations: (i) no transmission fram can collide atR,.,, ~Second. with CT%Fn% Third ‘ ‘
.. . . . . ' -— ﬁ—V
and (ii) a CTS transmission fromR,, , if successfully received by ‘ Backo
A 3 . . (a), (b) (©). (e) ()]
T.,, will freeze the backoff counter &k, due to virtual carrier . o ’ t
sensing. s Fig. 4 A possible realization of the sequence of events lhiadlow event
Lemma 8: (i) p3"” =1~ (pBara X Pick),0<i<m, EfvTT
(i) p2 % =1~ (pFrs X PErg) 0 < i< m, We now discuss the sequence of events which will follow
ons (10 (1mP(BELT2) ke asre n-a ) eventEH (BT (Figure 4 shows a possible realization of
L enAS . .
(i) pigie” = T2y Ts ' the sequence of events following evefif'**. Note that prior

4) Far Hidden Edges (FH): Only R., andR., are within each works have not incorporated the effect of the occurence ehs
. €1 €2

o FH L FH : - :
others’ range in this topology. Figure 2(d) shows the togglo Z1'" "~ and ;""" in their analysis, and hence, their accuracy

belonging to this category. For this topology, an RTS sent Kipcreases ag; increases.) (a) The transmission of RTSan
a transmitter will not receive a CTS back if a transmission #2) Will succeed andz., (Z.,) will send back a CTS. This CTS
going on at the other edge because of virtual carrier seraingill collide with the RTS transmission om; (e1) at Re, (Re,).
the receiver. Thusp™ .0 < i < m,j = 1,2, is derived in a This collision results inRk., (R.,) not receiving both the packets.
manner similar to t;le deriv;tior:qflfAS. The only difference (b) DATA transmission will commence on (6.2) while T, (Tc.) .
occurs when the CTS from,, (R..) icsﬂlost atR.. (R.,) causing backs off. (c) Backoff counter &, (7%,) expires and an RTS is
2Nt o Ve transmitted ore; (e1). R, (R.,) responds back with a CTS. (d)
R., (R.,) to be unaware of the channel state cat (e;) and e L
e1 Ves If the DATA transmission on or; (e;) has not ended, the CTS

sending a CTS back in response to the RTS fidm (7,). o . . : .
Hence, the probability of RTS collision is equal to the proibity transm!ss!on byft., (tc,) in step (c) will collide with the DATA
X L . ... transmission atR., (R.,). (e) T., (T.,) backs off and DATA
that there is a transmission ongoing at the other edge dondi transmission comlmenczs on (c 1) (f)2The backoff counter at
. . . 1)-
on the event that the CTS was correctly received. The prdltyiblT " (T.,) expires, it sends an RTS anfl,, (R.,) sends back

of the event that the Cg%;;s not correctly received is derlveachTS. (g) If the DATA transmission om, (¢;) has not ended,

during the derivation op,”, - . . .
: i . .. the CTS transmission byR., (R.,) will collide with the DATA
We next derive the value of the probability of DATA collisi&n transmission afR., (R..). (h) This process goes on till at least

E;A‘LA” (X‘Cidg;el (2) Wlixlvﬁlonslgr?dlf blzfgk(feg_;;ar;iT't?f aitcr; ?j one of the DATA packets get successfully exchanged.
- Re, (Re,) y el pee FH and BS2 7 are similarly defined for edge;.

not correctly received the CTS exchanged @n(e,). For this ~ 21.CTs> ™1 o) FH . _ _
topology, DATA packets will not collide with ACK packets as 1he value ofp, ;" =, 0 < i < m, is stated in the next lemma,
the preceeding RTS/CTS exchange on the other edge will cat}d¥Pse proof follows directly from the discussion above. We

the DATA to collide, and hence the receiver will not send badi€fine theejf%IJ?Wing additional variables for ease of preaton.

an ACK packet. We now have to determine the events which céi Let pp; = denote the probability that a DATA collision
causeR,., (R.,) to not correctly receive the CTS exchanged on o _
5Note that the loss of one of the RTS exchanges in this sequizrecto physical
€1 (62)' . . . . layer effects will change the probability of DATA collisiofgnoring this event is
Lets first consider edge, . Obviously, one of the events whicheasily justifiable using Assumptions 1 and 2. By Assumptioé gdrobability of
can lead to the CTS getting corrupted is physical layer erroﬂ:e DtﬁTA packet %etéi_?g/ <f30fftﬁpt%dT Sby phIS(’Stica| t'ﬁyetr) AeTf/RO'iﬁ e mUChh'?rger
. an the same probabil or the packet as the pm much larger
If either of the CTS fromR., 10 Re, Of Re, 10 Re, Q8IS o e grs packets. Angt "7 0 < i < m will be dominated by, . , as
corrupted, it will lead to DATA collision on edge;. Thus,

. L P(ESHFHY and P(Egl’FH) are much smaller (by Assumption 2). Hence, for
the probability of DATA collision on edge:; due to the CTS ¢ network conditions for whictP (577 and P(ESFH ) matter, ignoring

getting corrupted due to physical layer errors is equa;lfgi;H = the loss of RTS exchanges will introduce negligible error.



occurs one; due to eventsEf”FH or ESJ"FH having occurred transmitters of edges — 2 and2 — 3 in the Flow in the Middle

during previous exchanges, given the current backoff windaopology, which are both interfering with edge— 5, can hear
at T, is W; and either the RTS/CTS or the DATA/ACK ex-each other. Hence, DATA transmission on these two edges will
change was unsuccessful when the backoff window valuk at not occur simultaneously. Thus, the collision probateifitdue to
was Wy, ... W;_;. If the DATA/ACK loss does not occur duethese two edges cannot be combined independently to find the
to eventsEle-”’FH or ESJ"FH having occurred during previousaggregate collision probabilities dt— 5.
exchanges, the probability of DATA collision after the next
backoff is equal top;;" . (b) Let p3." "} (P%}if) denote  We first present the scenarios where probabilities can be
the probability that evenEf-?‘vFH (ESJ*F ) occurs during the independently combined, and then discuss the scenariosewhe
current data exchange given that the current backoff window the dependencies have to carefully accounted for. The RTS an
T., is W; and either the RTS/CTS or the DATA/ACK exchang®ATA collision probabilities can be independently comiine
was unsuccessful when the backoff window valueTat was if they are caused by two (or more) transmitters / receivers
Wo, ... Wi_1. Event E5 7 (B FHy may be followed with a Starting transmission in the same slot duration. For exampl
sequence of DATA collisions. the RTS collision probability due to coordinated statioasd
Lemma 9: Forj = 1,2, the DATA collision probability due to asymmetric topologie
Noe FH o (e €j _ e FH _ ej FH (if the CTS is received correctly at the other edge) can be
M po 1 (pDATA X Pick (1 P”CTS) (1 P (El ))) independently combined. (For a complete list of events thic
i) pr T =1 = p%dpa x P <1 —(1=pf T —pee P can be independently combined, see the discussion folgpwin
W . foara S hack ( P ey Lemmas 12 and 13.)

pEj,FH )pe]',FHizi_l pej,FH 11 Peu(B1)
DEQ,i—l 1,0 k=0 DEl,k i1 e, FH e, FHY\ e; FH
o PH Hf’l‘“e(pFH T pen >pl"“ ) When the computation of any probability (either collision or

(Pk,z'(El) + Pk (E1)p o ) = 2k=0PDp, k (Pkﬁi(E2) +7ki(E2)  idle probabilities) depends on the probability of the evet

FH 124 Pi,u (B2) L<i< there is no ongoing transmission among a set of edgés,
)mlkH(ng;”+<1_p2{7;”>p;“‘{;”) e dependencies have to carefully accounted for and combining

; ; , babilities is more involved. For example, the comporati

The values ofp3 "™ ps ™ b (B, p¢,(E1),p;i(Es) and P - o g

B t]thdlin fDEz;d’iij’lll( 1) P (), pii(E2) of the RTS collision probability due to far hidden edges and
pjwi( 2) are state ppe ' asymmetric topologies, and the computation of the DATA col-

The only remaining variable to be derived i%eéifH- To lision probability due to asymmetric topologies (if the CTS

derive its value, we use the fact that both the transmittermot Ot received correctly at the other edge) belong to thisguage
overhear each other. Also, the computation of the idle probability for coordiadt

Lemma 10: pS7" " =1,5=1,2. stations, near hidden edges and asymmetric topologiesidelo
to this category. To understand how to compute the protgbili

C. Determining the Achievable Edge-Rate Region in any Multi- that there is no ongoing transmission among edges beloriging
hop Topology N, itis helpful to distinguish between two type of dependenci

To determine the edge-rate region for a given multi-hop kopdVNich can exist between these edges.
ogy T, recall that we first have to determine the expected service
time at each edge which in turn requires the valuepf:g?f, pi’iT Consider edgel — 5 in the Flow in the Middle topology
and p;" for each edge:. To derive these probabilities for an(Figure 6(a)). In this topology, edgés— 2 and8 — 9 interfere
edge, we will decompose the local topology around the edge iVith edge4 — 5 but do not interfere with each other, whereas
a number of two-edge topologies, then find these probasilior 1 — 2 and 2 — 3 interfere with both4 — 5 and each other.
each two-edge topology, and finally find the net probabiliyy bGeneralizing, (i) if two edges interfere with each othererth
appropriately combining the individual probabilities foeach they will not be simultaneously scheduled (ignoring theraxt
two-edge topology. We will use the Flow in the Middle topafog RTS traffic due to the event that a colliding RTS transmission
(Figure 6(a)) as an example throughout the section. is taking place on both the edges, which is easily justified

Decomposition of the local topology around is easily Dy Assumption 1), and (ii) if two edges do not interfere with
achieved by evaluating how each edge dis neighborhood each other, then they can be independently scheduled dnagn t
interferes withe, based on the definitions stated in Section 111l0one of the edges which interfere with both are transmitting
B. For example, the local topology around edge- 5 can be For example, edge8 — 3 and8 — 9 will be independently
decomposed into the following two-edge topologies: (i) €ooscheduled given there is no transmission ongoing at edigess
dinated Stations5 — 6, (i) Near Hidden Edges: None, (iii) and5 — 6. Note that prior works do not incorporate the impact
Asymmetric Topology:2 — 3 and8 — 9, and (iv) Far Hidden of these two dependencies ((i) and (ii)) in the evaluatiorthef
Edges:1 — 2 and7 — 8. The previous section discussed howollision and idle probabilities. We now state a lemma which
to find the collision and idle probabilities for each indiual finds the probability that there is an ongoing transmissiorab
two-edge topology. This section focusses on how to comlisiae téast one of the edges in the given 3ét The lemma is derived
probabilities obtained from each individual two-edge togy. ~ USing concepts from basic probability. In what follows, et

Combining these probabilities must account for possible ddenote the event that there is a transmission going on at edge
pendencies between the neighboring edges. For example, @R note that’(X.) = K rAcTs.




Lemma 11: (PraBr) + v (B ) = i L,k (pra(B2) + pi o(Ba)

P (Ue,enXe,) = Z P(Xe,) - Z P(Xe, N Xe;) @) le,OT) _ TTohy1 Ph,u(F2) D l<i<m.
e N cie eN O )L (e + (1=pE )pp
o GO PO Xe), In the expression op;, the first term within square brackets

where  for W, - N, P(Neen, Xe;) — corresponds to the situation where a DATA collision is eithe

0, if any two edges inV; interfere with each other caused due to asymmetric topologies due to a CTS loss on the

(Heiem P(Xei)) /(1= P (Ueyesy., Xek))‘NS"l, otherwise edge between the receiver of the edge under stixdy,and the
where Sy, denotes the set of edges i which interfere with transmitter of a neighboring edgs, 7., , or far hidden edges due
all the edges inV;. to CTS loss on the edge betweé&h and R, . And the second

Based on the previous discussion, we can derive the callisiterm within square brackets corresponds to a DATA colligioe
and idle probability for each edge in a given multi-hop netwo to asymmetric topologies whef, and R, start transmitting a
For completeness, we state the value of each probabilithen tCTS the same time. The third term within square bracketstésno
next three lemmas. The individual expressions are largausec DATA collision following event E¢”. In the expression o;f;l*ZT
we combine the effect of each two-edge topology. Howevaih eghe two terms within square brackets correspond to the svent
term in the expression can be traced to a term derived for 6newhere the previous exchange was not lost or lost due to DATA
the two-edge topologies. collisions following the eventeEf’T or ES’T.

We first define the notation used in these lemmas. DenoteThe values ofp;;(E1),p§,(E1),p;i(E2) and p§,(E2) are
by N¢ the set of edges which interfere with the edge undstated in Appendix Il. Note that the everXs, , Ve,, € E and the
studye. Any edgee,, € E \ e which either forms a coordinated CTS getting lost on an edge are independent, hence Lemma 11
station or asymmetric topology or near hidden edge or faddid is sufficient to derivq;i’iT.
edge withe belongs to this set. We subdivide the edges\if We next state the value of the RTS collision probability. We
into subsets corresponding to the four two-edge topolgogiad reuse the notation used in Lemma 6. Additionally, we define
the coordinated station topologies and asymmetric topetogre the eventX. r = (Uene/v; (Xen NESo T ) U (Uenens Xe,) U

further subdivided into two, giving us the following six set g Re,, Re
t

ariher _ : _ _ Ue, ee (X NEo5ts ) \ (Ef’T U ES")) which denotes that
(i) Ny: edges which form a coordinated station withand ore s at least one ongoing transmission which will cause a
interfere with the receiver of edge (ii) Ns: edges which form a RTS collision ate

coordinated station witlt and do not interfere with the receiver

of edgee, (iii) N5 edges which form a near hidden edge with . . .

(iv) NVe: edges which form an asymmetric topology wittbeing () Peo =1 - <pRTS X pers [HEnENf (- /\EnE[SEn]pJB)]

the edge with an incomplete view of the channel state A(¥Y)

edges which form an asymmetric topology witlbeing the edge [Henej\/’g (1- QA%E[Scﬂ,]pf;’g)] [1 - P (XE,T U EQT)D ,

which has the complete view of the channel state, and.Af#)

edges which form a far hidden edge withEdges in the set/¢, @iy poT =1— (p%TS X pérs (1 - {(1 - PiTs 1-_1) Pi’g] - {Zl}ié
<, N and N¢ effect the RTS collision probabilities, edges in ’ ’ ’ o

the setNy and N§ effect the DATA collision probability and P(Eyis) (1 Pt eT)D> 1<i<m.

Lemma 13:

edges in the seN?, N5, N5 and V¢ effect the proportion of iPe,0

idle time at the transmitter of. . T . i
We first state the value of the DATA collision proba-In the expression fOch03 Fhe first term W'th!n square l_)ra(_:kets
bility. We reuse the notations used in Lemmas 4 and (_)rresponds to RTS collisions due to coprdmated statwme_
In a multi-hop topology, P(EST) — P(EST) — 1 — the second term corresponds to.RTS collisions due t.o nedehid
edges when the CTS sent B, is successfully received &f..

en e, " eT e, T .
f(He&eNéd(ld_ )‘.e"g[S?“'].fw‘i))'tp%’pDEl it and%PEzvi are k;jle Finally, the third term corresponds to an RTS collision doe t
ined and derived similarly to the corresponding variables i T the two terms within

. . Co . event X, 7. In the expression fop_’; ,
Section I11-B.4. Also, based on the discussion in Sectit#BIL, square brackets correspond to the events where the previous

2 if €n en _ d en,T cuto .
we setpgr = Wet! ENG UNG™ = 9 8NCPio" = Peutofs exchange was not lost or lost due to the ev&pty respectively.
Sy otherwise B i ’. .
m The values of P(E;;) and p; are stated in Appendix I,
Lemma 12: while the expressions faw};;. , andpfyg  for a multi-hop

o . . Ro.Te topology are stated in Appendix .
() il =1~ (Pbara xPack {1 - P((Uene/\ff (Xen N Ecrs )) The next lemma states the valuejdf,. . This lemma follows

R R R R directly from the observation that any transmission on ageed
U (UEneNé (XenN(Bors ™ U Eors e))))} |:Hen€/\/§ (1= A, belonging toNy U NS will freeze the backoff counter oa, and
. any transmission on an edge belongingdUN¢ will freeze the
E[Sen}Pf‘u’a)} {1 - P(EY )D backoff counter ore only if the corresponding CTS is correctly
., . . received atT,.
i)y p; =1— | p% X P 1—|(1-p%._, —p%. ., — Lemma 14;
v (p O (e R P e

e, T ) eT| szl e, T Hq.;:lkq.l Pk,u(El) tdle ™ _R T 1-XeTs T !
PDp,,i-1)PLo k=0PDp, ki1 (e +(1-pea o)) where E775"“ denotes the complement of eveﬁg;"s’

u=k+1
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Equation (1) along with the expressions derived in thisieact procedure. We have adopted the same approach, and performed
enable the derivation of the expected service time at ang edextensive simulations on almost 50 representative tojpesodror
in any multi-hop topology. Thus, these equations along With these topologies, the average number of iterations to cgave
constraintszeeov AE[S:] < 1,Vv € V, (whereO, represents was 6 and the maximum was 8 irrespective of the initial condi-
the set of outgoing edges from a nod¢ characterize the tions. For a detailed description of these topologies, qeesee
achievable rate regioh ;. We sum over all outgoing edges fromSection V.
a node because the network queue for all outgoing edges at a

node is the same. (Note that unlike prior works, the proposed IV. ACHIEVABLE FLOW RATE REGION

methodology can be applied to topologies with nodes havingTne achievable flow rate region of a given multi-hop network

multiple outgoing edges.) and a collection of source-destination pairs is charazeriby
Finally, we now comment on the computational complexity ghe set of the following constraints:

setting up the equations for each edge. The complexity of the re >0 VfeF

algorithm to decompose the local topology around an e¢lge -

into its constituent two-edge topologies is polynomial|v|. Ae = Z "7 vee £

fer

Computing the collision and idle probability for each twdge . .
topology takes constant time. Finally, the complexity of - g+ 1= 15 VEFWweEV
gorithm to combine the individual collision and idle prolidies el e

is equal to the number of non-zero terms in Equation (3). Each
non-zero term in this equation corresponds to a distinabfedn-
mte_rferlng e_dges ioVe. So, the number qf non zero terms tak'ngvherer; denotes the flow rate of floy flowing through edge
an intersection ovet < j < |N°¢| edges is equal to the number rr it v=s(f)

of distinct sets ofj non-interfering edges which i® (JV¢|7). . g(f) = ¢ —ry fv=4d(f) and I, and O, denote the set
However, the maximum number of non-interfering edges\if 0 otherwise

is bounded by a constant in practical topologies [24]. Hettue of incoming edges into and outgoing edges from the node
number of non-zero terms in Equation (3) is polynomialAf¢|. respectively. The first constraint ensures non-negatigftyflow
So, the overall computational complexity of setting up dipues  rates, the second constraint expresses edge rates in téffos o
for an edgee is polynomial in|N¢|. rates and the third is the standard flow conservation cdnstra
The final constraint says that the vector of edge ratesduced
at the edges should lie within the achievable edge-rat@megi

XeeAE

D. Network Solution

Determining the expected service time of all edges requires V. MODEL VERIFICATION
solving a coupled multivariate system of equations. We adop
iterative procedure that uses the values of the idle andszmil
probabilities computed in the previous iteration for therent
iteration. Proving the existence and uniqueness of a fixédt,po
and convergence of this iterative procedure to this fixechtpisi
out of scope and left as future work. The interested reader
referred to [25, 26] for related fixed-point theory. a

We now give some insights into the complexity associat
with these proofs. The same iterative procedure has beehtase

splv? trle muzltziv;r;ate (e(jquatil?ns arisintg inf thgof%mﬁbilegh by prior work that has expressed concerns about the abdity t
single-hop [22,27] and multi-hop networks [15,17]. Note achieve fair and efficient rate allocations under 802.11, 151

single-hop _network_s armpol_og|cally homogeneogs_, and hen(_:ezg], we compare the max-min rate allocation under 802.11 and
the same fixed point equation governs the collision probgbil lg’nder an optimal scheduler

at_each nqde. In contrast, for .m.ulti—hop _networks, _the fixe To ensure that the difference between 802.11 and optimal
pplnt equation governing the collision and idle probaletare . scheduling is only due to the scheduling inefficiencies &.80Q,
dlﬁer(ejr;ft for te?ch noc:]e, e\(;en lt_lhe structurg of th?se equatiq,, make the overhead imposed by control message exchange and
can difierent for each noce. Fence, proving uniqueness tocol headers to be the same for both schemes. (In peactic

convergence results is significantly more involved for rialntip the overhead of optimal scheduling is expected to be latgér
networks. Even for the simpler setting of single-hop netsor this is besides the point here.) '

only a recent work [28] has derived conditions for the unitgss

of a fixed point solution for the most general case where nodes )

can be parametrically heterogeneous (but topologicaliypdge- A. Two-edge topologies

neous); while convergence of the iterative procedure Ik rsi We plot the achievable edge-rate regions derived anallytica

well understood. No progress has been made in the contextaotl via simulations for the four two-edge topologies in Fig-

multihop networks yet. ures 5(a)-5(d). We make the following observations fromséhe
In the absence of formal proofs, prior works have relied dfigures. (i) A close match between the analytical and sinardat

extensive simulations to assess the convergence of traiveer results verifies the accuracy of the analysis. (ii) The asgtnim

In this section, we verify the accuracy of the analysis byifigd
the achievable rate region for the four two-edge topologied
five different multi-hop topologies via simulations and quamng
it to the theoretically derived achievable rate region. Tinelti-
hop topologies we use are either characteristic repreenta
tbspologies, real topologies or randomly generated topgekdNe
so include the achievable rate region of optimal scheduli

rived using the methodology proposed by &ial. [1], to shed
light on how far from the optimal 802.11 is. Further, motaet
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Fig. 6. (a) The Flow in the Middle topology. (b) Achievablaeaegion for the Fig. 7. (a) Chain topology. (b) Achievable rate region foe {@hain topology.
Flow in the Middle topology.

The error is less thafn%. Note that comparing the achievable
topology has the smallest achievable rate region amongdotir flow rate region also verifies the analysis presented in Gedtl
two-edge topologies, which implies that the loss in thrqugh as the induced edge-rates should lie within the achievadbig
with 802.11 scheduling is largest for this topology. On theate region for a set of flow-rates to be achievable (see Sec-
other hand, the coordinated station topology has the largéisn IV). (ii) The achievable rate region with 802.11 schixuiy
achievable rate region. (iii) In the asymmetric topologyer is not convex. This non-convexity can also be seen, perhaps m
though 802.11 is highly unfair t@; in saturation conditions clearly, in Figure 7(b) which shows the achievable rateaegf
(see arrow on the figure) as also observed in [15, 30], with rate Chain topology, which is our next example. (iii) The nmaic
control it is possible to achieve a max-min rate allocatidn oate allocation for this topology with 802.11 (5194 Mbps/flow
0.277 Mbps/edge, which is not that far from the max-min ratand is0.213 Mbps/flow with optimal scheduling. Thus, 802.11
allocation 0f0.332 Mbps/edge achieved by an optimal scheduleachievesd1% throughput as compared to optimal scheduling at
the max-min rate allocation.

2) Chain Topology: Figure 7(a) shows the Chain topology.
All links are assumed to be lossless. We set 15. There are
The first two multi-hop topologies we consider have been usggo flows in this topology:1 — 15 and 15 — 1. We plot the
by prior works to study the performance of 802.11 in multphoachievable rate region of these two flows in Figure 7(b). W&ena
networks: (a) Flow in the Middle topology which was used in [&he following observations from this figure. (i) The anatyti and
11, 31], and (b) Chain topology which was used in [7,29, 32]. simulation curves are close to each other verifying the mamu
1) Flow In the Middle Topology: Figure 6(a) shows the Flow of the analysis. We compare the error between simulatiods an
In the Middle topology. All links are assumed to be losslesanalysis for the maximum rate achieved by flaw— 15 when
There are three flows in this topology:— 3,4 — 6 and7 — 9. the rate of flow15 — 1 is fixed. The error is less that2%.
Flows1 — 3 and7 — 9 do not interfere with each other, but(ii) The achievable rate region with 802.11 scheduling i no
both of them interfere with flom — 6.° convex for this topology also. (i) The max-min rate alltioa
Since flowsl — 3 and7 — 9 are symmetric, we assume thator this topology with 802.11 .09 Mbps/flow and is0.14
they have equal rates. We plot the achievable rate of these WIbps/flow with optimal scheduling. Thus, 802.11 achieté$%

flows against the achievable rate for the middle flow— 6) throughput as compared to optimal scheduling at the max-min
in Figure 6(b). We make the following observations from thigate allocation.

figure. (i) The analytical and simulation curves are closedoh
other verifying the accuracy of the analysis. We compareethgr Square Topology: Which Route
between simulations and analysis for the maximum rate aetlie
by flow 4 — 6 when the rate of flow§ — 3 and7 — 9 is fixed.

B. Common Topologies

The next topology we study is the Square topology of Fig-
ure 8(a). All links are assumed to be lossless. There are two

SWe say that two flows interfere with each other if any two edgesr which flows pre;ent in this topologyt — 8 and8 — 1. There are
they are routed interfere with each other. two possible routes for each flow: — 2 — 3 — 4 — 8 and
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. . ) Fig. 10. (a) Achievable Rate Region for the Flow in the Midtbeology for
Fig. 8. (a) Square topology. (b) Achievable rate region fa Square topology. 1 pyte packets and Mbps data rate. (b) Achievable Rate Region for the Flow

1 55-56-—7—>8forflowl —8 and8S —4 —3—2 1 in the Middle topology for1024 byte packets and1 Mbps data rate.

and8 — 7 — 6 — 5 — 1 for flow 8 — 1. We use his topology metric [34] (based on data loss in absence of collisions}ésiuo
to illustrate that our analysis yields the optimal routesaasy set up the routes. Nod@sand1 are connected to the wired world
product, and show that 802.11 and optimal scheduling cae hand serve as gateways for this deployment. All other nodetro
different optimal routes. their packets towards one of these nodes (whichever isrclnse
We plot the achievable rate region for this topology in Figterms of the ETX metric). The resulting topology as well as th
ure 8(b). We make the following observations from this figur@outing tree is also shown in Figure 9. The loss rates at each
(i) Again, the simulation and analytical curves are closeach link are determined from the simulator by letting each noeleds
other. The error in the maximum rate achieved by flew— 1 several broadcast messages one by one and measure the number
when the rate of floml — 8 if fixed is less thanl4%. (i) The of packets successfully received at every other node. Thadgy
maximum throughput with 802.11, when only one of the flowsformation and loss rates are fed into the analytical maddel
is on, is equal td).33 Mbps (point A in Figure) and is achievedfind the achievable rate region for this topology. There &fe
by routing 0.165 Mbps along one path and.165 Mbps along flows in this topology. Hence, we only compare the max-min
the other path. (iii) When both flows are on, the max-min poimate allocation from simulations and theory. A very good chat
with 802.11 (point B in Figure) is achieved by single-pathting is observed: the simulator allocatd§ Kbps/flow whereas the
with non-overlapping routes for the two flows, for examples 8 theory allocated4 Kbps/flow (error =4.4%). Optimal scheduling
routed alongl — 2 — 3 — 4 — 8 and flow8 — 1 routed along allocates67.3 Kbps/flow at the max-min rate allocation. Thus,
8 - 7— 6 — 5— 1. However, optimal scheduling can achiev&02.11 achieve85.3% of the throughput as compared to optimal
the max-min point by both single-path and multi-path rogtin scheduling at the max-min rate allocation.
Thus, the optimal routing paths for 802.11 and optimal saolied
can be different. (iv)_ The max-min rate _aIIocaFion with 8DIz_js E. Random Topology
0.18 Mbps/flow and i9).213 Mbps/flow with optimal scheduling.

Thus, 802.11 achievest.5% throughput as compared to optimal e create the final topology by randomly placifig nodes
scheduling at the max-min rate allocation. in a 1000m x1000 m area. Both transmission and interference

range are set equal 200m. We assume links used for routing

D. A Real Topology: Houston Neighborhood packets to_be Iosslgss and assumigs = pors = 0.4 on all

the other links as links used in routing paths typically avev |
loss links. We selec6 source-destination pairs at random. We
compare the max-min rate allocation from simulations amdii
A very good match is observed: the simulator alloca@téKbps
to five of the flows and650 Kbps to the sixth flow whereas
theory allocate96Kbps to five of the flows and00 Kbps to the
sixth flow (error =7.6%). Optimal scheduling allocate$41.7
Kbps to five of the flows and’06 Kbps to the sixth flow at
the max-min rate allocation. Thus, at the max-min point,.802
achieves76.35% of the total sum throughput as compared to
optimal scheduling.

0.1

Rate of flow 8->1 (in Mbps)

Rate of Middle Flow: 4->6 (in Mbps)
N
(%))

Rate of Middle Flow: 4->6 (in Mbps)

01 02 03 04 05 %
Rate of flow 1->8 (in Mbps)

Fig. 9. Topology from the deployment in a Houston neighbothdarows show F Dijfferent Network Parameters
the routing paths and the numerals on top of an arrow is theabibtity of loss ) ) .
of a 1024 byte packet on that link. Dashed lines represent the iremtee links. All the previous comparisons were made for a particular $et o

The next topology we choose is the real topology of ametwork parameters. In this section, we investigate tharacy of
outdoor residential deployment in a Houston neighborhd@]d [ the analysis when the network parameters are modified frein th
The node locations (shown in Figure 9) are derived from thaefault values. We compare the achievable rate region etkriv
deployment and fed into the simulator. The physical chatirel via simulations and theory for the Flow in the Middle topofog
we use in the simulator is a two-ray path loss model with LodFigure 6(a)) for: (a)100 byte DATA packets atl Mbps data
normal shadowing and Rayleigh fading [33]. The ETX routingate in Figure 10(a), and (b)024 bytes packets at1 Mbps
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data rate in Figure 10(b). The error between simulations ag os T Saiaion 021D 0.
analysis for the maximum rate achieved by fldan— 6 when 0y = Theoretcal s02.11)
the rate of flowsl — 3 and7 — 9 is fixed is less thari5% for

both scenarios. Note that for both the scenarios, Assumgitio

does not hold, and hence we see a larger error. For sma:
DATA packets, the reason why Assumption 1 does not hcg

is obvious. However, why increasing the data rateltoMbps ¢
makes this assumption invalid is not obvious as the DATA pacl*
size is still two orders of magnitude larger than the RTS péack
size. In 802.11, the PHY header contains information used to @) ()

determine the data rate of the incoming transmission (towall Fig. 11. (a) Achievable rate region for the Flow in the Midtiology with the
auto-rate adaptation [20]), and hence is always transthitel  approximations of Section VI. Error between simulations amalygsis is less than
Mbps. And the PHY layer header is exchanged for both cont{, ) Acheyaie st reion o he Chia oneany i tpcmatons
(RTS, CTS and ACK) and DATA packets. For a data ratd bf

Mbps, the transmission time of thi€)24 byte DATA packet is VI. NETWORK SOLUTION WITHOUT THE ITERATIVE
comparable to the transmission time of the PHY layer header PROCEDURE

which is transmitted at Mbps. Hence, the transmission time of Aq giscussed in Section I1I-D, we need an iterative procedur

a RTS packet is comparable to the transmission time of a DAY sojve the coupled multivariate system of equations delrin
packet, which violates Assumption 1. Note that this is aq@ol  getion |11, In this section, we discuss if it is possible &zduple

issue which ne_eds to be fixed as this violates the basic peemjise equations to avoid using an iterative procedure by figiog
of protocol design that the load due to control packets shbel o accuracy in the analysis. We look at the following daest

a small fraction of the total load. i) under what network conditions can the equations be deleou
From Figures 10(a) and 10(b), we also observe that 802.Jdhout an unreasonable loss in accuracy, and (i) what bee t

a}ch|eves more thaR4% throughput at 'the max-min rate a”oca?'approximations to be made to remove the coupling.

tion as compared to optimal scheduling for both the sceBario a careful look at Lemmas 11 and 12 and the expression for

Note that in both these examples the overhead is signif'y:anﬁfej derived in Section 11I-B.1 tells us that the equations canno

) o Simulation (802.11)
3 =+— Theoretical (802.11)
—— Optimal Scheduling

w (4->6) (in Mb

Rate of flow 15->1 (in Mbps)

0.4

0 0.1 0.2 0.3 O. 0.5 0.1 0.2 0.3
Rate of outer flows (1->3, 7->9) (in Mbps) Rate of flow 1->15 (in Mbps)

larger than in previous scenarios. be decoupled for networks with a non-negligible probapitf
RTS/CTS loss on edges without a significant loss in accuracy.
G. Summary For networks with a negligible probability of RTS/CTS loss,

, , , ) . one can make the following two approximations to decouple
We now summarize the observations made in this section. I@})e

Under the assumptions we make, our analysis is accurate asbwe eguatloxrls. (Il) The tf;]rst appromrnaﬂop |st:]o f?F::@Q@[Set]W
incorporate all the events leading to collisions/busy cierin y m'n__%sat,ne_’ in the expr_e_ssmns or ”e oflowing two
our proofs. And our assumptions are shown to be accurate YioPabilities: (i) the DATA collision probability (Lemma2),
simulations as the analytical results have an average efrof, and (i) the RTS collision probability (Lemma 13}, de-
and a maximum error af5%. (ii) The achievable rate region with notes th(_e saturatlor? throughp_ut of a WLAN_ withtransmitters
802.11 scheduling is non-convex. (iii) 802.11 achievesentban transmitting to a single receiver (derived in [22]) and =
64% throughput as compared to optimal scheduling at the mag¥e| 1S the number of edges interfering with. Note that
min rate allocation for all the topologies studied in thigpa ~eZ[S¢] is upper bounded by. Since approximating\. £[S]
This is an interesting and unexpected observation. A priarkw PY 1S upper bound is inaccurate whe is small, in these
of ours [35] attempts to understand the optimality of 802.18ituations we replac&[Sc] by 1/Asatn.. (Asarn @s a func-
however characterizing the worst case performance of 80i8.1 .tlon of n flatj[ens QUt rather fast [22]. As a result, even if
still an open question and left for future work. (iv) The opsl 1USt @ few neighboring edges are saturatgd),.;,, would be

routing paths for 802.11 and optimal scheduling can be wiffe & 900d lower bound since the topology that minimizes ser-

Note that the above summary results are based on simulatfdfe times Is the one where all nodes are within range.) (Il)

studies over almost0 representative topologies. (LimitationsT e second approximation is to appr\cj)\?ﬂmaTmeiENSXei) =

of space allowed us to only show results forof them in (HeieNs_ P(Xw.)) /(1= P (Uepesy, Xer)) 77 when no two
the paper.) These include a number of characteristic topedo €dges NN interfere with each otheer”n_lLemma 11 with
including the flow in the middle topology (Section V-B.1) and(TI,,cx, P(X.))) /(1 - 3., cs,. P(Xck? i

variations, chain-like topologies (like the one in Sect\iB.2), With the first approximation, the DATA collision probabiét
tree-like topologies, star-like topologies, ring-likeotdogies, and can be derived for each edge independently. Now, given the
the square topology in Section V-C. They also include a numbBATA collision probabilities at each edge, with the second
of random topologies (see Section V-E for one of them), tla reapproximation, one can find the RTS collision probabilitéesl
Houston neighborhood topology presented in Section V-, aidle probability at each edge independently.

more than20 neighborhood topologies. (A topology is called Using these approximations will introduce some inacc@®ci
a neighborhood topology if there is an edge of interest thEibwever for the topologies studied in this paper, the insacies
interferes with all the other edges. The simplest such tmyes are not large. For example, Figures 11(a) and 11(b) compare t
are the four two-edge topologies depicted in Figure 2.) achievable rate region derived with these approximatioits tlie
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simulation results for the Flow in the Middle topology andk thbehavior if a sefS of edges are transmitting simultaneously. Thus,
Chain topology respectively. With the two approximatiotfse instead of considering the effect of interfering edgesepmwe
maximum error is less tha20% for both the topologies. should consider the effect of interfering setseoi@iven that each
edge in the set5 does not cause any interference individually,
the set of edges$ can interact in only one of the following two
ways: (i) either it causes a deferral at the transmitter,civtdgan
We now discuss how to modify the analysis if some of thge analyzed using techniques developed for analyzing cuateti
simplifying assumptions made on the physical layer model agtations, or (ii) it does not cause a deferral at the trartemitut
packet sizes do not hold. causes a collision at the receiver, which can be analyzewjusi
Different Transmission Rates and Packet SizesDifferent techniques developed for analyzing asymmetric topologies
edges in the network can have different average transmissio Hence, even with a non-binary and non-pairwise interfezenc
rates due to the automatic rate adaptation employed at thé BO model, the essence of the analysis in terms of decomposing a
physical layer. Moreover, there can be multiple sized ptck@ocal topology around an edge into a number of interferingg se
flowing through the network. Both these events will result iand then combining them using the results from Section JII-C
different transmission times at each edge. To account feseth remains unchanged. So, we believe that the analysis pessent

the pdf of the transmission time for each edge would be derivenis paper can be extended to a more realistic interfereruztem
based on the packet pdfs and the automatic rate adaptation

algorithm, the expected service time at each edge would be
derived as a function of the transmission time at that edgd, a

then the law of total probability would be used to integrate o . ) : : -
this dependence. an arbitrary multi-hop wireless network with 802.11 schedy

More Detailed Physical Layer Model: The analysis in Sec- by deriving a methodology to characterize the achievablgeed

tion 1l assumed a binary and pairwise interference modépte _region. This paper is a precursor tF’ s_everal works \_NhiCh
However, recent measurement studies suggest that irtader require a general and accurate characterization of theswalhlie

is neither binary [36] nor pairwise [19]. Even though our mai'ate region of 802.11-scheduled multi-hop networks. Weflyri

objective is to analyze the achievable rate region underlﬂDZdeS,Crib? three such gngoing \(vorks.
MAC, it is important to discuss how the derivation of Sectitin Optimality of 802.11: In Section V, we observed that 802.11

gets modified if a more realistic interference model is used. achieves more thaG4% throughput as compared to optimal

First lets discuss how to remove the binary assumption. [1 hedull_ng at the max-min rate aIIocat|or_1 fo_r all the toptds
proposed a non-binary interference model by associatingpa ¢ studied. These results serve as a motivation to understen
ture and a deferral probability to model that a collision htigot Wor_st-case pe_rformance of 802'11'. .
result in packet loss and the channel might not be sensedatus p“”_“’%" Routing a_nd Rate Allocation: '_I'he constrgunts char-
a node inspite of the ongoing interfering transmission. &ach ctenizing the gch|evable flow-rate. region of a given §02.11
of the two-edge topologies, incorporating the capture aafdrdal sch_ed_uleq muiti-hop net\_/vork (Sectlon Iy) can be fed !nto an
probabilities will change the collision and idle probatids. optimization prgblem o find optimal routing and rate allboa
Here we illustrate how to incorporate these probabilitiesthe for Q|ﬁerent Ut'“ty, functloqs. .
coordinated stations only, the analysis for the remainivg-t Residual Bandwidth Estimation: The methodology of Sec-

edge topologies will be similarly modified. Lets consides ttle tipn lll can be used to find the residual bapdwidth ata givexye'ed
¢1,C05. Tha packoff 9vVen the edge-rates at the other edges in the network. Emis ¢

and collision probabilities at edge . (i) p;i;, L . )
counter ate; will be frozen only if the ongoing transmissionbhe use?] to _dﬁs'ﬁn mter_ference-av_\l/atr)t? r%u“r;g \_/(\;hrl]chlg)%t%mga
at eo causes the channel to be sensed bus¥.at(transmitter the pat. with the maximum avariablé ban V\,”,t [ .' lora
e1, congestion control algorithm which sends explicit and ecate
feedback to the sources, for example, see our recent woik [38

VIlI. EXTENSIONS

VIII. CONCLUSIONS ANDFUTURE WORK
In this paper we have characterized the capacity region of

of e1). (ii) pf;“°°: The following two modifications will be
required. First, the RTS collsion probability will be mulied
with the probability that a simultaneous transmission algoses
a packet loss (complement of the capture probability). Beco REFERENCES
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APPENDIXI

In this appendix, we derive expressions for variables megli
to find the RTS collision probabilities for asymmetric topgies.
We first state the values of (E;,).phrs, and pars
The expressions for these variables follow directly froneuth
definition. Forl < i < m,
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Next, we derive the value qj;’s by dividing the total number

of favorable cases by the total number of possible cases.
Lemma 15:
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wherel(u; >t) = 0 otherwise *

The next lemma states a combinatorial result which is used to

evaluate the summations in the previous lemma. (Let u; <
Wi,k =1,2,...j bejintegers and leZ(}";_, ux < T') denote

the size of the segr = {(ul,u2, TOE Zk:l up, <T
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In this appendix, we derive expressions for variables megui
to find the DATA collision grobabllmes for far hidden edgedle
first state the values qfe” and %]’EF? The expressions for
these variables follow dlrectly from their definition.
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We next derive the expressions foy;(E1), p§ ;(E1), pj,i(E2)
andpj ;(E2) by finding the total number of favorable cases and
d|V|d|ng by the total number of cases. Let ~ U(0,W;) and
y; ~ U(0,W;). For notational convenience, define the following
eventsi(i) S}, = Yb_, @ < Yh_, i, and (i) S2; = (2;=j :vk) n
T, > >ty Let 57, and 57, denote the complement of these
events.
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In this appendix, we state expressmnsﬁgﬁs i andp%Z. BTS, .0
which is required to derlve;nc ;‘F The expressions for these
variables follow directly from their definition.
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