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The Achievable Rate Region of 802.11-Scheduled
Multi-hop Networks

Apoorva JindalMember, IEEE, and Konstantinos Psounislember, IEEE,

Abstract—In this paper, we characterize the achievable rate using independent sets [1]. Characterizing this regiohésmain
region for any 802.11-scheduled static multi-hop network. To do® missing step in the characterization of the achievable negon
we first characterize the achievable edge-rate region, that is, thset for 802.11-scheduled multi-hop networks.

of edge rates that are achievable on the given topology. This regqaes . - . .

a careful consideration of the inter-dependence among edgesnee Relgted Work: Th_ere is a large body_of lntere_stlng work on
neighboring edges collide with and affect the idle time perceived Modeling the behavior of IEEE 802.11 in a multi-hop network.
by the edge under study. We approach this problem in two steps. This work can be subdivided into five broad categories. (i) [7
First, we consider two-edge topologies and study the fundamerita 8] present a detailed analysis for specific topologies ustiety
ways by which they interact. Then, we consider arbitrary multi-hop (like the flow in the middle topology or the chain topologyltb

topologies, compute the effect that each neighboring edge has on,, . : .
the edge under study in isolation, and combine to get the aggregate 11€Ir methodology cannot be applied to any arbitrary togglo

effect. We then use the characterization of the achievable edgate (i) [9—-11] propose a methodology independent of the togplo
region to characterize the achievable rate region. We verify the at hand, but in order to keep the analysis tractable, theplgiym

accuracy of our analysis by comparing the achievable rate region the operation of the 802.11 protocol. In particular, thepadge
derived from simulations with the one derived analytically. We make lack of coordination problems due to topology asymmetries

a couple of interesting and somewhat surprising observations while . . : .
deriving the rate regions. First, the achievable rate region with and/or certain aspects of the protocol like the binary emoial

802.11 scheduling is not necessarily convex. Second, the perfance backoff mechanism. (iii) [12—.14] focus on mlod.eling and §xal
of 802.11 is surprisingly good. For example, in all the topologies ing interference at the physical layer. To eliminate MACuiss

used for model verification, the max-min allocation under 802.11 is which complicate the analysis without effecting the phgblayer
at least 64% of the max-min allocation under a perfect scheduler. model, they assume that all transmitters are within rangeach
Index Terms—IEEE 802.11, Capacity Region, Muti-Hop Net- other, and ignore certain aspects of the 802.11 protoca@ lik
works. the binary exponential backoff mechanism and ACK packets.
Our work is complementary to papers of this category. We use
a simplified physical layer model but a complete model for
o ) ~802.11 MAC layer with no assumption on the topology at hand.
A central question in the study of multi-hop networks is th@Section VIl discusses how the more sophisticated phyiyair
fO”OWing: Given an arbitrary mu|ti-h0p topology and a ation model proposed by papers of this Category can be incorp:brate
of_ sourc_e-destinati_on pairs, what is the achievable raj@neof \ith the MAC layer analysis presented in this paper.) (V341
this arbitrary multi-hop network. Researchers have foated 17] are perhaps the closest to our work. They present a genera
a multi-commodity flow problem to answer this question [1, 2lnethodology without making any simplifications to the 802.1
These papers assume optimal scheduling with differentferte rotocol. But their methodology cannot be applied to topise
ence models at the MAC.Iayer in their f_ormulatmns. Howeye‘p,,hich have nodes with multiple outgoing edges, and hence,
the MAC.protocoI used in all the multi-hop network.s.bemgannot be used to study any arbitrary multi-hop topologytifar,
deployed is IEEE 802.11, see, for example, [3-6]. Char&iter these papers do not incorporate all the possible depereenci
the achievable rate region of an arbitrary multi-hop ne&uoith  \yhich can exist between both neighboring and non-neighigori
802.11 scheduling is still an open problem and is the focus gfiges which makes them increasingly inaccurate as the packe
this work. This characterization will have several apgi@as. {ransmission time increases. (v) [18] proposed a completeein
For example, it will allow researchers who propose new ratg derive the one-hop throughput for 802.11 in multi-hopaiop
control or routing protocols for multi-hop networks with a1  gies. This model is more accurate than the previous onesiseca
scheduling to compare the performance of their scheme heh ft yses a Markov chain to capture the complete network state i
optimal value. _ _ . each of its states. However, the Markov chain has an expiahent
Setting up a multi-commodity flow formulation for 802.11-nymber of states which precludes the model’s use for anyntece
scheduled multi-hop networks runs into the following peblt  sjzed network. (For example, a typicad node network will
What is the achievable edge-rate region of the given multi- require constructing and solving a Markov chain with morarth
hop topology? The achievable edge-rate region is the regigfoo states.) To summarize, an accurate, general and scalable
characterizing the set efige rates achievable on the given multi- method to characterize the achievable edge-rate regiorarior
hop topology. For example, for a wireline network, this ®gis  gp2.11-scheduled multi-hop network is still missing.
simply characterized by the constraint that the sum of flo®sa our Contributions: The main contribution of this work is
at each edge is less than the data rate of the edge. For a mylficharacterize the achievable edge-rate region for angngiv
hop network with optimal scheduling, this region is chaesiged myti-hop topology in a scalable manner. We adopt the faithaw

A. Jindal and K. Psounis are with the Department of Electrigadjineering, methodology to characterize this region. We first find thesexed

University of Southern California, Los Angeles, CA, 90088AJe-mail: (apoor- §ervice time at_ a particular _edge_in terms Of the collisiabjaibil- .
vaj,kpsounis@usc.edu). ity at the receiver and the idle time perceived by the trattemi
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of that edge. The hard part in the procedure is to find these ;g T?gfgﬁgﬁgge

collision probabilities and idle times because their valepends bW Edge rate at

on the edge-rates at other edges in the network. To find the val ETS] _Expected service time at

of these variables, we decompose the local network topology Prrs ®grs Probability of successful RTS (CTS, DATA,

. X R PHaT A PAcK) ACK) transmission in absence of collisions
into a number of two-edge topologies, derive the value of¢he T Time taken to complete one packet fransmissior
variables for these two-edge topologies and then appitepyia T. Time wasted in an RTS collision
combine them. Finding the expected service time at each edge  p{ Probability of successful RTS-CTS exchange
allows us to characterize the achievable edge-rate regias. when backoff window value &t is W;

H . - e, T m
important to note that this “decompose and combine” apgroac P Probability of successful DATA-ACK exchange
that we follow provides an intuitive precise description hafv - when backoff window value dfe is W
neighboring nodes of a multi-hop wireless network affect each Pigle Probability that channel is idle arourith

. Plog Probability that the backoff counter atis equal to0
other under a random schedu_ler like 802'11'_ Ker Expected number of DATA transmissions per packet

We use the characterization of the achievable edge-raterreg Ne Set of edges which interfere with

to characterize the achievable flow-rate regidar any multi-
hop network and a collection of source-destination pairs.tiién TABLE |

Verify the accuracy of our ana|ysis by Comparing the acloeya A BRIEF DESCRIPTION OF THE NOTATION USED IN THE ANALYSIS(PLEASE
flow-rate region derived by simulations to the one derived by REFER TO THE TEXT FOR PRECISE DEFINITION}
analysis for different topologies. We make a couple of ieséing

observations from these achievable flow-rate regionst,Ring Packet Payload 1024
. . . MAC Header 34 bytes
achievable flow-rate region for an 802.11-scheduled nidp- PHY Header 16 bytes
network is not necessarily convex. Second, for all the togiels ACK 14 bytes + PHY headel
studied in this paper, the max-min rate allocation under. BD% gg 32 Ey:es + Em Eeager
o . ytes + eader
at Ieasiﬁ4%_ of the max-min aIIocqtlon under a perfect schedyler. Channel Bit Rate T Mbps
The outline of the rest of this paper is as follows: First, Propagation Delay T s
we introduce the network model and the simulation setup in Slot Time 20 ps
Section Il. Then, Sections Ill and IV describe the methogyplo S:Eg ;,8 s
to characterize the achievable edge-rate and flow-rateomegi Wo s
respectively for any multi-hop topology and a collection of m 5
source-destination pairs. Section V verifies the accurdcthe
model by comparing achievable rate regions derived thieatbt TABLE Il

and via simulations. Section VI discusses some approximsiti SYSTEM PARAMETERS USED TO OBTAIN NUMERICAL RESULTS

that allow to solve the coupled system of multivariate eipunest o o
derived in Section Ill without an iterative procedure. SattVI| In the absence of a collision, a transmission may get lost due

discusses some extensions of the analytical methodolaggily; to physical layer imperfections like fading, hardware mogc.
Section VIII concludes and discusses some future direstion Successful reception of the RTS, CTS, DATA and ACK packets

transmitted on some edge € E in absence of collisions are
modeled as Bernoulli random variables with success prdibabi
equal top%rg, Pers: PHara aNdps o respectively. (Note that
A. Network Model if two nodes are within each other’s interference range biside
ﬁlch other’s transmission range, then these probabititegqual

We assume that the static multi-hop topology is given as E} ; A S
input. An edge between two nodes implies that the two nod S0.) Table | summarizes the notation introduced in this (ard th

interfere with each other (irrespective of whether they baar ne\>/<\t/) section. that th t of flow is al . inout
each other’'s transmission successfully or not). Thus, tipeiti € assume that the set of Tlows 1S also given as an Input.
topology is defined by the interference gragh- (V, E) where Each flowf € F is represented by a source-de§tlngtlon pair. Let
V' is the set of all nodes and is the set of all edges. Thes(f) denote the source a”qf) denote the destination fo_r_flow
interference is assumed to be binary, that is, a transnniss'?é‘ We assume tha}t thg amval_ process fpr each'f.ubbWas Lid.
emanating from one of these interfering nodes will alwayssea independent and identically distributed) mter-arrlumes, and a
a collision at the other node, and pairwise, that is, interiee long term rate equal tof._\Ne also assume independence between
' ' : &he arrival process for different flowtsand denote the edge rate

happens between these node pairs only. This interferencelm .
: - : (sum of the flow rates at the edge) induced by these flows on edge
neglects some physical layer issues like the capture efiet e by \.. A given set of edge rated s — {\. : ¢ € B} is said

and the effect of multiple interferers [19]. However, to erstand q be achievable if the input rate at each queue in the netigork

the behavior of the 802.11 MAC and derive the achievab[ than th . te at that Th . dof
rate region associated with 802.11 MAC layer without makin ss than the service rate al that queue. 1hen, a given setlet
-end flow rates is said to be achievable if there exists &rmgu

any simplifications in the protocol, we purposely negleasth . . .
; . ; ; ; d (multiple paths per flow are possible) such that the induasd s
physical layer issues. Their absence is not altering alifitAC of edge-rates is achievable. The achievable edge-rate Cl

properties, while their inclusion would unnecessarily hicate . . :
the analysis. Note that in Section VII, we discuss how to negno'ale regions are then defined as the closures of the correfsgon
! achievable sets of rates.

the binary and pairwise assumptions on interference.

Il. PRELIMINARIES

2Since we assume independent inter-arrival times and indepeedbetween
1Achievable flow-rate region is also referred to as the actiky rate region. the arrival process for different flows, what we derive is wéo bound on the
Both these terms are used interchangeably in this paper. capacity region derived without any assumption on the drpvacesses.
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We assume that each node is running IEEE 802.11 with Expected Service Time of an Edge
RTS/CTS at the MAC layer. (We assume RTS/CTS because itSrhis section finds the expected service time of a particular

use is suggested by the 802.11 standard and we do not yvanédae (denoted by) in a particular topology (denoted ) by
ignore any part of the protocol.) Lét,, andm denote the initial ¢onstrycting and solving a Markov chain (MC) for this edgbeT
backoff window and the number of exponential backoff windowsiates of this MC describe the current backoff window, bécko
respectively. We assume that the basic time unit is equah& Qqynter, and time since the last successful/unsuccessBIGTS
backoff slot time. LetI'rrs, Tors, Tpara andTacx denote exchange (see next paragraph for details). The transitiologil-

the time taken to transmit one RTS, CTS, DATA and ACK packgfes of this MC fore depend on the collision probabilities at the
respectively. (Note that the DATA packet includes the UDR, | eceiver ofe, which, in turn, depend on the exact state at the other
MAC and PHY headers along with the payload.) We also assugges in the network. In order to decouple the MCs and reduece t
that all packets are of the same size, §9ar4 iS a constant. giae space, we find the average value of the collision pititied

Let 7. denote the time wasted in an RTS collision and@&8t py averaging over all possible events which can cause asicolli
denote the time it takes to complete one packet transmissigpihe receiver. (Note that these events are not indepepdere
Then, T, = Trrs + DIFS +6 andTs = Trrs + SIFS+ 0+ gependence between the different edges, and, consequdaty
Tors +SIFS+0+Tpara+SIFS+0+Tack + DIFS+0 s captured via these average probabilities.

wherej is the propagation delay ard/ £'S andSTF'S are IEEE  prior work on the analysis of 802.11 has also attempted to

802.11 parametefs. _ _ reduce the state space of a MC describing the backoff winaalv a
We will be making the following two assumptions throughou¢ounter values. For single-hop networks, the author in 2]
the paper to simplify the analysis. sumed node homogeneity and independence, an approach which

Assumption 1: First, we assumérrs < Ts andTcrs < Ts.  has been justified rigorously recently [22]. In the contekt o
The protocol description recommends the use of RTS/CTS omj\lti-hop networks [15, 17] a somewhat similar approachurso
when the size of the DATA packet is much larger than the size ghs been used, but not all events leading to collisions have
the RTS packets. This is in line with the fundamental pritcippbeen considered, and these events have been assumed to be
that the load due to control packets should be a small fractihdependent. Later sections describe how to find the value of
of the total load. Hence, this assumption is satisfied fomar these average collision probabilities, here we focus onirfgd
protocol operation. the expected service time assuming these probabilitiegiaes.

Assumption 2: Second, we assume that,, > 1. Default
802.11 parameters satisfy this assumption. In generabsihg
a small value forlV, will not properly regulate random access
to the channel, and will cause a lot of collisions and thrqugh
loss even for WLAN's. Hence, this assumption is also satisfied
for normal protocol operation.

B. Smulation Setup
. . . . 1-p*T
We use simulations to verify the accuracy of our analysis. Wep'v0

Auto-rate adaptation at the MAC layer is turned off and thie ra
is fixed at1Mbps. We set the buffer size and maximum retry limit
in 802.11 (the number of retransmission attempts after wttie
packet is dropped) to a very large value to avoid packet fsse
This allows us to generate the achievable rate region withou
having to worry about transport layer retransmissions tmver
from these losses. The packet size is fixed tolbe4 bytes.

To use simulations to validate the theoretically derivepacity
region, we simulate all possible combinations of flow ratéiw Fig. 1. The Markov chain representing the evolution of agmitter's state.
each flow rate varying from to 1 Mbps in steps ofl0 Kbps and

plot the achieved output rate at the destination. The evolution of the 802.11 MAC layer state at the transmitte
of edgee after receiving a packet from the network layer is
represented by the absorbing MC shown in Figure 1. The MC
starts from the statSTART (which represents a packet entering
the MAC layer to be scheduled for transmission) and endsen th
This section characterizes the achievable edge-raterregio State DONE (which represents the end of a successful packet
for any multi-hop topology. transmission). The expected service timeeats equal to the
expected time it takes for the MC to reaBfONE from START.

SWe do not provide a description of IEEE 802.11 protocol. Béeefer to [20] The St‘_"‘te(j’ Wi),O <J < Wi 0 < Z < m! represents the
for a detailed description of the protocol. transmitter state where the backoff window is equalitp and

IIl. CHARACTERIZING THE ACHIEVABLE
EDGE-RATE REGION
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the backoff counter is equal tg. The backoff counter keeps @ 4 »

decrementing till it expires (reaches state1V;)) which is then

followed by a transmission attempt. The transmitter firstrapts L . .
an RTS-CTS exchange, which fails with probabiﬁiS{iT. (Thus, . ) . @ &

pe;; denotes the probability that the RTS-CTS exchange at edge @ (b)
e in topology 7" is unsuccessful given that either the RTS/CTi e I e
exchange or the DATA/ACK exchange was unsuccessful in tfie ®) ©

previousi transmission attempts. Note that Table | contains a brief

summary of the variables which are being rigorously defimed i

this section. The state€’;,, W;),1 < k < T, represent an unsuc-

cessful RTS/CTS exchandetime-units before, while the states © @

(T, W;),1 < k < T represent a successful RTS-CTS exchang®). 2. Different two-edge topologies: (a) Coordinatedistss, (b) Near hidden

k time-units before, followed by the DATA-ACK exchange whictedges, (c) Asymmetric topology, (d) Far hidden edges.

fails with probabilitypf’ZT. (ThUS,p;"iT denotes the probability

that the DATA-ACK exchange is unsuccessful given that th&RTedgee using Equation (1), one has to first find the valugf ,

CTS exchange was successful, and either the RTS/CTS e>e:ha;5ng and pj(ﬁ; for that edge. The next two sections describe how

or the DATA/ACK exchange was unsuccessful in the previdusto find the value of these variables for any edge in a givenimult

transmission attempts.) If the DATA-ACK exchange is sustids hop topology.

the MC moves to the staeONE. If either the RTS/CTS or the  Note that we have neglected the effect of post-backoff in

DATA/ACK exchange is unsuccessful, the backoff window it s¢his MC. (Post-backoff refers to backing off right after the

to Wiy if i < m, and toW,, if i = m, and the backoff counter transmission of the last packet in the queue, in anticipatid

is chosen uniformly at random in betwe@rand the new backoff a future packet for which there will be no backoff if post-

window value and the MC jumps to the corresponding state. backoff has completed in the meantime.) Since we are irttstes
Note thatpjiT andpf’iT depend on which denotes the numberin determining the boundary of the capacity region, thisl wil

of successive transmission failures. Since the probgbiliat have a negligible impact on the accuracy. This is because the

there are more tham + 1 successive transmission failures idoundary of the capacity region depends on the service fate o

small for the default values of 802.11, we approxinmjg and backlogged edges, such edges are almost always busy artd don’

Pze.’iT for i > m by p&T, andpif;. In case one decides to not usd0st-backoff, and their dependence on n_on—backloggedseidge
the default parameters of 802.11 and seto a smaller value, nearly unaffected by the post-backoff taking place in these-
then one can introduce additional states in the MC till sontgicklogged edges.

value m’ > m such that the probability ofn’ + 1 successive

transmission failures is small. ivati P it .
This MC does not capture the duration of time the back (;plgliré}/imn of Collision and Idie Probabilities for Two-Edge

counter may get frozen due to another transmission within t
transmitter’s neighborhood (due to the physical/virtualrier  This section finds the collision and idle probabilities fdr a
sensing mechanism of the 802.11 protocol). To capture thigssible two-edge topologies. A two-edge topology is deffine
let p;;,. denote the proportion of time the channel around thg phe one which has two distinct edges not sharing the same

transmitter of edge: is idle conditioned on the event that ther ; ~ : .y
is no successful fransmission ongoingeatVe now use the MC &ransmitter. These two edge topologies reveal the typdatef

to derive the expected service time at edgelenoted by [S.]) dependence which can exist between two _edgeg in a multi-hop
in Equation (1) in terms of the collision and idle probak network and an analysis for these topologies will serve a&s th
For ease of presentation, we define the following two addtio building block for the analysis of more complex topologies a
variables: Let E[Ty;] and E[Té{,‘j] for 1 < ¢ < m denote will be seen in the next section. [15] identified four diffete
the additional time required to reach the start of a sucoésstategories of two-edge topologies which can exist in a given
packet trar(‘jsrg'd?}?"g” given that the l%af:ggrﬁs VCV:'?gOW cJUDStA_I_gA‘NauIti—hop network and analyzed them to study unfairness in
Xgﬁgggﬁgnée A sggctt?vgl?/ unsuccessiu - an 802.11 networks. Here we derive the achievable edge-rgterre
' for these topologies. (This list is exhaustive, that is,palsible
BT = T + Witk 1 o TE[TSS | + (1 7pz,;f) TR two-edge topol_ogies bel_ong to one of the;e four_ categdns.
: 2Piate ’ ’ use the following notation throughout this section: and e,
BT} = Tu + Wath 4 pe TE[TS | + (1 7p§:iT) peTE[T]e ] denote the two edges under consideration, and j = 1,2,
Pidle ‘ ’ denote the edge rates (in packets/time unit). Furthef/letand
E[S.] =T + Z(;TTI pz’gE[T&}f] + (1 - pz;g) pi’OTE[Té{fl] (1) R.,, j = 1,2, denote the transmitter and the receiver of the two
e edges. Finally, let?. and Eh.g, t,7 € {T.,, Tey, Rey, Rey )
i+1 if 1 % i é m—1 Note that the Equation denote_the event that the RTS and the CTS packet t_ransm'yted b
. ) m Me=m . nodet is not correctly received at nodedue to physical layer
(.1) is derived based on the folIc_;wmg rule fo_r fmdmg; tlhe Mea¥rrors respectively. For exampIE,g}lé:Te2 denotes the event that
g{r?htg ﬁ:fehsagfa;’sl\(/l)g)”}g S_Fa(tjz:]no?en %Zs?rr::;gt'lc\)ﬂr? robgg'tlet the CTS transmitted by, is not correctly received df., due
, 1eby; ion p "yéo physical layer errors.

from statei to statej, let £ € S denote the absorbing state an
let 7);;, denote the mean time to reach statéom statej. Then 1) Coordinated Sations (CoS): A two-edge topology is a
Ti = pix + ZjespijTjk. coordinated station topology if., andT., interfere with each

To derive the value of the expected service time at a paaicubther. Figure 2(a) shows an example of a coordinated station

wheren; =
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topology. Note that there are other two-edge topologies aléVe use the following variable in this derivation. Lét.
whereT,, andT., interfere with each other, but with no interfer-denote the expected number of DATA transmissions per packet
ence links betweefl,, and R., and/orT,, and R.,. However, at edgee in topology 7" including the extra transmissions due to
the performance profile and most of the analysis remains thesuccessful DATA-ACK exchange. Using elementary prdbabi
same, hence, all these topologies are referred to as cabedin — vl (et i—=1 eT m—1 eT
stations. The minor changgintrgoduced by the lack of interfee W Ker = 2imy H{1 - e Pk ) (s i

links between?,, and R., and/orT,, and R., is discussed at (m -1+ ﬁ

the end of this section. ~Piin) . NI
We first state the value gf“*" in the following lemma. Lemma 3: (i) pijy, % = —— 29020,
Lemma 1: pi]i,CoS —1_ (peD]ATA « p:jCK) 70 <i< m,j _ 172 (“) pjjl,eCoS _ 17Ke1,C‘10;5‘;\:1£s*AegTs.
Proof:  For this topology, the RTS-CTS exchange will  Proof: The backoff counter for edge,; is frozen when

successfully avoid any DATA collision and the DATA-ACKa transmission at edge; is going on given that no successful
exchange will be unsuccessful only when the DATA or the AClgansmission is going on at edgg.* The net rate at which

packet gets corrupted due to ph_ygicsal layer effects. B packets are transmitted at edge is equal toK., cos)e, and
We next derive the value of.’;~°”. Note that the analysis T, is the expected service time of one packet. Hence, the

presented in [21] can be directly applied for this topology tprobability that there is a transmission ongoing at edge
derive the value ofpifi’cos under saturation conditions (whenis equal to K., cosAe,Ts. Notice that this derivation ignores
transmitters always have a packet to send). The followingia the extra RTS-CTS traffic generated by an unsuccessful RTS-

finds this probability for non-saturation conditions. CTS exchange, but this is fully justified by the assumpticat th
Lemma 2: Trrs < Ts (Assumption 1). Similarly, the probability that a
() pey %% =1 — (Pirs X Pps (1 — Ay E[Se,]pi2)), 0 < i < m, successful packet transmission is going omat equal toX., 7.
(i) p229°% = 1 — (026 X Pi2pg (1 — Aoy E[SeyJpGL)), 0<i<m,  Putting everything together yields the resylf2;“°° is derived
wherewi+1 < p%y < worg IS the probability that the backoff using similar arguments. [ ]
m £ o+1 . . . .
counter at edge is equal to0. Note that if there is no interference link betwe&p, and R.,

Proof: We first look at edge;;. The RTS/CTS exchange isin Figure 2(a), then the probability of RTS collision af will
unsuccessful if either the RTS or the CTS is lost due to physihbe equal to0 instead of \., E[S,]p5. . Similarly, absence of
layer errors or an RTS collision happensiat . An RTS collision the interference link betweeff,, and R., will result in the
will occur only if the backoff counter at edge also expires in probability of RTS collision ak; to be equal td.
the same slot duration resulting in badth, and7., sending an ) )

RTS packet. Thuspib’cos = P(e2 has a packet to sejick p¢2 . 2) N_ear Hldd_en Edges (NH): Figure 2(b) s_hows the @opology
(a) P(e, has a packet to seid= \., E[S.,] as the probability belonging to this category., a.ndT62 do not .|nterfere with each
that a queueing system is non empty is equakE[S] where A other, however, there is an interference Iln]IfHPetw%eE and
is the packet arrival rate into the system alih] is the expected R., as well asT., and R.,. The values of; " ", p./;" " and
service time. (b) As derived in [21}y2 is upper bounded by M 0 < i < m, j = 1,2, are derived in a manner similar to
W02+1 and lower bounded bxﬁ. Putting everything together the derivation of the corresponding probabilities for atinated
yields the resultp®>“°° is derived using the same argumentsstations. The only difference is that ndiy, (7.,) will freeze
' m its backoff counter only when a CTS sent froRy, (R.,) is
Approximating pS, by its upper bound is accurate wherpuccessfully received af., (It,). So, the RTS transmitted by
there are few collisions and data losses at the physical,layé:, (Z¢,) can now collide in the following four scenarios: (i) both
otherwise approximating it with its lower bound will be morel:, andT,, start transmitting an RTS in the same slot duration,

accurate. So we make the following approximatign,, = (i) T¢, (I¢,) starts transmitting an RTS anH., (R.,) starts
_2 jf p©CoS < transmitting a CTS in the same slot duration, (iij), (7.,) starts
wort  Pro = Peutoff \yhere is the value of the . : o i i ;
2 if P25 > Doutors WRNerepcutor s 1S the valu transmitting an RTS whild,, (T,) is still sending an RTS, and
+1 N cuto

DATAJACK exchange loss probability which results in the lew (V) The CTS fromR., (Z.,) is lost due to physical layer errors
and upper bound yielding the same error. (Its value for tHalde atTe, (Te,)-

parameters of Table | is equal to 0.8.) This approximation is
not introducing significant inaccuracies for the followirgason.

Assumption 2 implies that the probability of an RTS collisio asT,, and R., do not interfere each other, bift, and R., are

at some edger _due to anothe_r edge with Wh'c.h it forms 3ithin each other’s interference range. The main charestier
coordinated stations topology is rather small (since thpeup f this topology is thatl, is aware of the channel state as it

bound is small). On the other hand, the probability of RT an hear the CTS fronk,,, but 7,, is totally unaware of the

collisions due to edges with whiclh forms an asymmetric . ;
or far hidden edges topology (Sections 111-B.3 and IlI-Bid) fr?:?gﬂsf;?stgi:; (;;:an hear neither the RTS nor the CTS from

much larger, and it dominates the calculation of the oveRals
collision probability. Finally, if there are only coordited stations
in e’s neighborhood, the effect of the backoff counter being&m
due to carrier sensing will dominate over RTS collisionse(se

Equation (1)). Section V verifies that making this approxima  “If the RTS from T, is successfully received &, the backoff counter at
has no significant impact on the accuracy of the analysis. Te, is frozen due to virtual carrier sensing, else its frozen wuphysical carrier

. - o Cos sensing. Hence, whenever there is a transmission onegddhe backoff counter
Finally, we derive the value op,’;,."" in the next lemma. ate; is frozen.

3) Asymmetric Topology (AS): Figure 2(c) shows an example
of the topology belonging to this categof¥., andT,, as well

We first derive the collision and idle probabilities for edge
The following lemma derives the value pffi’AS.
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- (pgATA x por (1— P2 A, E[Se,])  ease of presentation. (a) e, 0 < i < m, denote the

Rey . Te, <i< probability that an RTS collision occurred at the end of the

E( ZéaEggz nvéld{eﬁnA;g(e:ﬁn IIIOB lz m. The expression for (i + 1)*" backoff given that either the RTS/CTS exchange or
T _ L he DATA/ACK exch ful h f th
Proof: The DATA packet send by, will collide if one the /ACK exchange was unsuccessful at the end of the

of following two events happen: (i) IT... Starts transmitting an (i + 1)*" backoff. If there is no RTS collision at the end of the
e e . (i + 1) backoff, then th bability of RTS/CTS h
RTS andR,, starts transmitting a CTS in the same slot duratiof. +1) acko en 1ne propaoity o X ange

i th
(i) The CTS from R., is not recovered af,, due to physical eing unsuccessful at the end Slf,,}ge next backoif 2)
4,

ackoff) is equal to{'s"". (b) Letpfirs’ 0 <i < m, denote
layer errors, andle, starts a transmission as it is not aware e probability that an RTS collision occurred at the endhaf t

the ongomgdtransn;:ssmT ai. LAS i the foll (i+1)*" backoff given that (i) either the RTS/CTS exchange or the
We next derive the value gfc;"" in the following sequence DATA/ACK exchange was unsuccessful at the end of{thel )"
of lemmas. The first lemma dlrectly follows from the followgin

backoff, and (ii) the collision occurred with a transmission e,
observation: ifl, transmits an RTS while a transmission at edg\ﬁ/hmh started when the backoff window &, was W;, that
(3l

€2 is going on, it will collidg. As before, note that this Iemmqs the colliding transmission om, started while the backoff
ignores the extra RTS traffic generatedeatby an unsuccessful counter atT., was decrementing during the + 1) backoff.
el

RTS-CTS exchange, which is not a problem sifigers < T This probability indicates the start of a new transmissiorea

(Assumption 1). . . which might collide with the subsequent RTS exchanges. ét) L
Lemma 5. pli™" =1 — (Prrs X Pors (1 = Key ashe, T5)). E;; denote the event that an RTS collision occurred;aivhen

Now, lets look at what happens after the first RTS collisiod’® Packoff window atr., was W;, with a transmission o

The RTS collision will cause the backoff window dt, to which had started when the backoff window &t was Wj.

increase tol, and a new backoff counter is chosen uniformiy NiS évent indicates the start of the ongoing transm|sstoanza
at random betwee(l) W1). If the remaining transmission time (d) Finally, Ietp denote the probability that a transmission at
at edgee, is more than the new backoff counter, then th&2 Which started when the backoff window Bt, wasW;, ends
second RTS transmission at will collide with the same trans- WWhen the backoff window af, is W; given that it had not ended
mission. (Note that multiple RTS exchanges @ncan collide When the backoff window was/; ;. This probability is used to
with the same DATA transmission om, see Figure 3. Prior count the number of RTS exchangeseatwhich collides with

works have not incorporated this effect in their analysisd a ("€ Same transmission an.

hence, their accuracy decreases s increases. And if the Lemma 6:

remaining transmission time at edge is lower than the new eyt =1 - (p%TS X Pérs (1 - (1 ~ PRt 1)1’210“ -
backoff counter, then the probability of RTS collision isuad|

to K., as)e,Ts. S0, P(RTSICTS exchange is unsuccessful i e1,AS .

the end of second bat(:koffa collision occurred at the end ofi By (1 Py P )>>’ tsism.

the first backoff) = (1—pp) + pipSs™®, where p} is the Proof: Given eventE;;_; occurs, the probability that an
probability that the transmission ab which collided with the RTS collision occurs when the backoff window @&, is W;
first RTS transmission by, (when the backoff window &f., is equal to(1 — p: +p;p§10“2] On the other hand if there is
was W) ends before the second backoff counteffat expires no RTS collision when the backoff window at, was W;_q,
(when the backoff window af, is ;). To evaluatep;'; 42 the probability of RTS collision when the backoff window at
note that the backoff window also increments if the first RTS]-’ is W; is equal tOp 1,AS Combining everything together
CTS exchange went through but the subsequent DATA or AClh%lng the law of total probab|I|ty yields the result. To com-

packet was lost, in which case the RTS collision probabifter plete the derivation op:’;**, we have to derive the values of

the second backoff counter expires is equal A9, sgAe,Ts. P(E;,), p;;i,pgi’p%gi . and pz,s Values of these variables

Putting everything together yieldﬁ}f"s =1- (p;}TS X pgrs (1— follow directly from their defmmons We omit their deritians
due to space limitations. The interested reader is refdoga3].
(1= Bitrso) PE6° + piinso (1= ) + ™)) ). where u

pikas = = ez ASAea e o is the probability that an RTS ~ The only remaining variable to be derived for edgés p¢;***

+(1* Pco
collision occured at the end of the first backoff given thatC derive its value, we use the fact that, cannot hear the

either the RTS/CTS exchange or the DATA/ACK exchange Warg'msmlsspn o, &l and hence the channel &, is always idle.
unsuccessful at the end of the first backoff. Lemma 7 pigc” =1.

Lemma 4: pii% =1

The next lemma states the value of the collision and idle grob

Transmission Transmission

starts on g ends on g bilities for edgee,. The proof directly follows from the following
Packet enters i i L : . (i P :
MAC layer at ¢ RIS oplides RTS colides iﬂfééﬁ?ﬁ”ﬁ; two observations: (i) no transmission from can collide atrz.,,
T« First TR Semnd—'T o Thid | and (||) a CTS transmission froli,, if successfully recelved_ by
Backof Backoft Backoff - T.,, will freeze the backoff counter &, due to virtual carrier
t sensing. »
Lemma 8. (i) pi2*° =1 — (p?2 X p? 0<i<m,
Fig. 3.  Multiple RTS exchanges at; can collide with the same DATA en. AS 0 i3 (pDATA_ Pick),0<i <
transmission orey for the asymmetric topology. (i) )i =1- (pRTS X pérs),0 <i<m,
| ' 1-(1 P(ER"1 Te?))Kel,ASAglTS—AEQTS)
We now generalize the derivation pﬁ 49 1o find the value (iii) Pfﬁifs = e
e - 62 s

of p‘i1 AS , 1 < i < m. We define the following variables for
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4) Far Hidden Edges (FH): Only R., andR., are within each decreases a%*o increases. (a) The transmission of RTS @n
others’ range in this topology. Figure 2(d) shows the togwlo (e2) will succeed and?., (R.,) will send back a CTS. This CTS
belonging to this category. For this topology, an RTS sent lwill collide with the RTS transmission oe, (e1) at R., (Re,).

a transmitter will not receive a CTS back if a transmission ihis collision results ink., (R.,) not receiving both the packets.
going on at the other edge because of virtual carrier sereing(b) DATA transmission will commence on (e2) while T¢, (T,)
the receiver. ThUSiji’FH’O <i<m,j=1,2, is derived in a backs off. (c) Backoff counter &, (1.,) expires and an RTS is
manner similar to the derivation gf;**. The only difference transmitted ore; (e,). R, (R.,) responds back with a CTS. (d)
occurs when the CTS from., (R.,) is lost atR., (R.,) causing If the DATA transmlssmn_on omry (eg)_has r_10t ended, the CTS
R., (R.,) to be unaware of the channel stateeat (e;) and transm!ss!on byR., (R.,) in step (c) will collide with the DATA
sending a CTS back in response to the RTS fiém (7,,). ransmission a., (R.,). (€) Tt, (I,) backs off and DATA
Hence, the probability of RTS collision is equal to the prioibgy ~ ransmission commences en (e1). (f) The backoff counter at
that there is a transmission ongoing at the other edge dondit Ze: (7e,) €xpires, it sends an RTS anfd,, (R.,) sends back
on the event that the CTS was correctly received. The préibabi @ CTS. (9) If the DATA transmission o, (e1) has not ended,

of the event that the CTS is not correctly received is derivéf® CTS transmission byt., (R.,) will collide with the DATA
ej, F'H transmission ai?., (R.,). (h) This process goes on till at least

during the derivation op,”,
We next derive the valle of the probability of DATA collisien O“ig};g‘e DATA packets get successfully exchanged.

eo, FFH eo, FH P -
DATA on edgee; (e,) will collide if R, (R.,) transmits a CTS ~ Pi.crs» Ea ,an'SEQ are similarly defined for edge;.
or an ACK. R, (R.,) will send back a CTS only if it had The value ofp;’" " ,0 < i < m, is stated in the next lemma,
not correctly received the CTS exchanged @n(e). For this whose proof foliows directly from the discussion above. We
topology, DATA packets will not collide with ACK packets asdefine the following additional variables for ease of preésgon.
the preceeding RTS/CTS exchange on the other edge will ca@sg Let pg:fH denote the probability that a DATA collision

the DATA to collide, and hence the receiver will not send backccurs one; due to eventszs "™ or £ having occurred

an ACK packet. We now have to determine the events which cgfiing previous exchanges, given the current backoff windo
causeR., (R.,) to not correctly receive the CTS exchanged 0Bt 7, " is W, and either the RTS/CTS or the DATA/ACK ex-
e1 (e2). _ . ] __change was unsuccessful when the backoff window valig at
Lets first consider edge;. Obviously, one of the events whichywas 117, ... 1W,_,. If the DATA/ACK loss does not occur due
can lead to the CTS getting corrupted is physical layer 8Imog, oyents Ef-f’FH or ESJ»FH having occurred during previous

If either of the CTS fromR., t0 R., or R., 10 Re, elS gychanges, the probability of DATA collision after the next
corrupted, it will lead to DATA collision on edge;. Thus, backoff is equal topej,FH_ (b) Let pEj,FH (pEj,FH) denote

the probability of DATA collision on edge; due to the CTS Lo Dpyyi MWDpy st

o jFH i F :
getting corrupted due to physical layer errors is equafid,”? = the probability that eventZ;”" ™ (£;"") occurs during the
Rey,Re, Rey Rey ' current data exchange given that the current backoff window

(1VT/e :];WP dgaingige e\)/(>ant; ;vr]:cgifgﬁ cal)Jgg [C(;'ZSF :; )\eitps(;orru \% is W; and either the RTS/CTS or the DATA/ACK exchange
due 1o collisions. LetmetFH (EelvFH) denote the %nion ofp 515 unsuccessful Wher;;t[he bat;lg)ﬁ window valueTat was

. 1 2 €, €j, ;
the following three events. (if., and 7., start transmitting an /0 -+ - Wi—lf' DEX'?EtElllj (B 7) may be followed with a
RTS in the same slot duration with.,’s (7.,’s) transmission seﬁuencegg F _Eol |;|ons.
starting first, (i) 7., (1.,) starts transmitting an RTS while an ?ﬂF’na -ororg =42

. FH _ e; e e;,F'H e;,F'H
RTS transmission is going on at (e3), and (i) 7., (7,,) OPo = 1*(PDATA X Pick (1*Pz,c:rs) (1*P(E1 )))

starts transmitting an RTS in the same slot duratiofkas(R..,) (i) p =1 e e (1 (1 FH e FH
e . . . s ) =1 — X — — . — .=
starts transmitting a CTS. Neglectirirrs (easily justified by " Pui Ppara X Pick ( Ppi-1 = Ppp, i1
5 JFH JFH .
Assumption 1),P(E7! ) = P(E3! ) = Aex E[Se, |pisy - ej,FH e;, FH i—1 ej,FH 11 Pl (B
pDE2,i—1 P *Zk:oppEl,k P e FH (1 i FHY o) FH
RTS eECh%"Ag.I?A RTS exchange e Hu=k+1 Pc,;,[ e )pl’u )
succeeds, issi ~ FH . .
transmission starts E&ig&?ﬁ;ﬁf,‘;cnc..emei‘s’ZgODnAs{ﬁns D&'(ré Isrgggernssfﬂﬁ; * (pkﬁi(El) + pzﬂ-(EH )ple’JO’F ) - ZZ:B peDJ;ij (pk,i(EQ) + piﬂ-(Eg)
DATA collides
with CTS on i—1 .
‘ O ) e e B ) 1<i<m.
) © 0 ® ’ Mk (p <l +(17p <l )p L
' N t Derivation of the values of
e;, €, .
TS exchande RTS exchange - Ppi o Ppy i Pii(E1),05,(E1),pji(E2) and p§,(E2) s
succeeds D/gTA End of DATA succeeds, DATA DATA transmissio o, L’ . . . S .
RTS collidesyncricdion starts ~ ransmission transmission starts  ends successfull Om|tted due to Space ||m|ta_t|0ns_ The |nterested reader IS
‘gecﬁn ” fgv/;y\cgvs:" o . ‘ ‘ referred to [23].
ackol .. . . .e. FH
Backo The only remaining variable to be derived js5,. . To
@. 0  (©.@© © t

. . N ) 5Note that the loss of one of the RTS exchanges in this sequirects physical
Fig. &, A possible realization of the sequence of events fiatlow event |ayer effects will change the probability of DATA collisiofgnoring this event is
By easily justifiable using Assumptions 1 and 2. By Assumptiorhé,grobability of

We now discuss the sequence of events which will folloje DATA packet getting corrupted by physical layer erroidl e much larger
e1,FH (Ee1 JFH an the same probability for the RTS packet as the DATA packest much larger

eventE; 5 ). (Figure 4 shows a possible realization of, - .~ 21 packets. AngLF 1 0 < i < m will be dominated by<! ., as

: 1, H i
the sequence o_f events following evefif . Note that prior P(ESVFH) and P(ESFH) are much smaller (by Assumption 2). Hence, for
works have not incorporated the effect of the occurence @f& o network conditions for whicP (£ FH) and P(ESHFH) matter, ignoring

Efl’FH and E;“FH in their analysis, and hence, their accuracie loss of RTS exchanges will introduce negligible ‘error.
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derive its value, we use the fact that both the transmittarsiot N, it is helpful to distinguish between two type of dependenci
overhear each other. which can exist between these edges.
Lemma 10: p " = 1,5 =1,2. Consider edgel — 5 in the Flow in the Middle topology
(Figure 6(a)). In this topology, edgds— 2 and8 — 9 interfere
C. Determining the Achievable Edge-Rate Region in any Multi- With edge4 — 5 but do not interfere with each other, whereas
hop Topology 1 — 2 and2 — 3 interfere with both4 — 5 and each other.

Generalizing, (i) if two edges interfere with each othererth

To determine the edge-rate region for a given multi-hop kopGyq, il not be simultaneously scheduled (ignoring theraxt
ogy T, recall that we first have to determine the expected SFVIEE'S traffic due to the event that a colliding RTS transmission
time at each edge which in tum requires the values(gf, p; g taking place on both the edges, which is easily justified
and p;;, for each edgee. To derive these probabilities for anpy Assumption 1), and (ii) if two edges do not interfere with
edge, we will decompose the local topology around the edge iach other, then they can be independently scheduled dian t
a number of two-edge topologies, then find these probasilfor none of the edges which interfere with both are transmitting
each two-edge topology, and finally find the net probabilify brFor example, edge8 — 3 and8 — 9 will be independently
appropriately combining the individual probabilities finoeach scheduled given there is no transmission ongoing at etigess
two-edge topology. We will use the Flow in the Middle topafog and5 — 6. Note that prior works do not incorporate the impact
(Figure 6(a)) as an example throughout the section. of these two dependencies ((i) and (i) in the evaluatiorthef

Decomposition of the local topology around is easily collision iand idle probabilities. We now state a lemma whic
achieved by evaluating how each edge dis neighborhood finds the probability that there is an ongoing transmissionab
interferes withe, based on the definitions stated in Section lllleast one of the edges in the given $ét The lemma is derived
B. For example, the local topology around edfe- 5 can be using concepts from basic probability. In what follows, I§t
decomposed into the following two-edge topologies: (i) €oodenote the event that there is a transmission going on at edge
dinated Stations5 — 6, (i) Near Hidden Edges: None, (iii) and note tha1P( ¢) = KorATs.

Asymmetric Topology:2 — 3 and8 — 9, and (iv) Far Hidden Lemma 1l '

Edges:1 — 2 and7 — 8. The previous section discussed how p(, . x, )= Z P(X.,) — Z P(X., N X..) )

to find the collision and idle probabilities for each indivil s Ui ' !

two-edge topology. This section focusses on how to comisiee t A1

probabilities obtained from each individual two-edge tiogg. oo COT PO ew X,

Combining these probabilities must account for possible dehere  for N C N,  P(Ne;en, Xe;) =
pendencies between the neighboring edges. For example, fhé. if any two edges inV; interfere with each other
transmitters of edges — 2 and2 — 3 in the Flow in the Middle (Heie/\& P(X. ,)) /(1 =P (Uepesy, Xey ))W =1 otherwise
topology, which are both interfering with edge— 5, can hear where Sy, denotes the set of edges i which interfere with
each other. Hence, DATA transmission on these two edges véll the edges inV,.
not occur simultaneously. Thus, the collision probatattdue to Based on the previous discussion, we can derive the cailisio
these two edges cannot be combined independently to find #®l idle probability for each edge in a given multi-hop natwo
aggregate collision probabilities dt— 5. For completeness, we state the value of each probabilitjén t

We first present the scenarios where probabilities can hext three lemmas. The individual expressions are largausec
independently combined, and then discuss the scenariosewhge combine the effect of each two-edge topology. Howevah ea
the dependencies have to carefully accounted for. The RS aerm in the expression can be traced to a term derived for 6ne o
DATA collision probabilities can be independently comlinethe two-edge topologies.
if they are caused by two (or more) transmitters / receiversWe first define the notation used in these lemmas. Denote
starting transmission in the same slot duration. For exampby A the set of edges which interfere with the edge under
the RTS collision probability due to coordinated statioasd studye. Any edgee,, € E \ e which either forms a coordinated
the DATA collision probability due to asymmetric topologie station or asymmetric topology or near hidden edge or faddid
(if the CTS is received correctly at the other edge) can lelge withe belongs to this set. We subdivide the edges\if
independently combined. (For a complete list of events fwhiinto subsets corresponding to the four two-edge topologiad
can be independently combined, see the discussion folpwithe coordinated station topologies and asymmetric topetogre
Lemmas 12 and 13.) further subdivided into two, giving us the following six set

When the computation of any probability (either collision ofi) N¢: edges which form a coordinated station withand
idle probabilities) depends on the probability of the evért interfere with the receiver of edge (ii) NV5: edges which form a
there is no ongoing transmission among a set of edgés, coordinated station witlk and do not interfere with the receiver
dependencies have to carefully accounted for and combiniofjedgee, (iii) N5: edges which form a near hidden edge with
probabilities is more involved. For example, the compotati (iv) N§: edges which form an asymmetric topology wittbeing
of the RTS collision probability due to far hidden edges antthe edge with an incomplete view of the channel state A(¥)
asymmetric topologies, and the computation of the DATA cokdges which form an asymmetric topology witlibeing the edge
lision probability due to asymmetric topologies (if the CT$S which has the complete view of the channel state, and )
not received correctly at the other edge) belong to thisgmate edges which form a far hidden edge withEdges in the set/?,
Also, the computation of the idle probability for coordiedt N3, N and N effect the RTS collision probabilities, edges in
stations, near hidden edges and asymmetric topologiesideelothe setA; and V¢ effect the DATA collision probability and
to this category. To understand how to compute the proltgbiledges in the seN?, NV§, N§ and N¢ effect the proportion of
that there is no ongoing transmission among edges belorigingdle time at the transmitter of.
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We first state the value of the DATA collision probadn the expression fopf;’oT , the first term within square brackets

bility. We reuse the notations used in Lemmas 4 and Borresponds to RTS collisions due to coordinated statiohie
In a multi-hop topology, P(ES") = P(EST) = 1 — the second term corresponds to RTS collisions due to nedehid
I, ens (1= A, B [sen]p;%))_ p%?;p%il ; andp%;’i are de- edges when the CTS sent BBy, is successfully received 4.
fined and derived similarly’ to the corresponding variables finally, the third term corresponds to an RTS collision doe t

Section 11I-B.4. Also, based on the discussion in Secti:BIL, €vent X. . In the expression fop?,, the two terms within

we et i N UNGT = ¢ andpfy” < peutoss square brackets correspond to the events where the previous
wo W%H otherwise exchange was not lost or lost due to the ev&ntr respectively.
" Please refer to [23] for the values &F(E; ), pi, phrs,; and
T
Lemma 12: PRTS, 00

T .

N el — 1 [ e . {1 —P((U. cxe(X. AERTen _The next lemma states the valueggf;,. This lemma follows

O Pii Ppara = Pack (( neny (Xen N Bers )) directly from the observation that any transmission on ageed
Re,Rey | | Ren s Re belonging toN¢ UN¥ will freeze the backoff counter oa, and

- (UE"ENé‘ (Xea(Fors™ U Borly ))))} {HP—" eng (1= Aen any transmission on an edge belongingoUN¢ will freeze the

. o backoff counter ore only if the corresponding CTS is correctly
E[Sen}p%)} {1 - P(EY )} ' received atl..
Lemma 14; P
(i) pi =1- (zfmm X Phox (1 - {(1 o = p i — ey = P (enengong Xen )0 (Uenengung (Xen 0BT ))) o
T T 1 er 1L P (BY) whereEg;"S’T‘“‘ denotes the complement of eveﬁg;"S’T‘“‘.
Ppg,,i-1 Pz,o} - {ZkzopDEl,k1—[;':1“1(pg,g+(17pg,g)p;f) E . . . . . -
= : )Pl guation (1) along with the expressions derived in thisieact
(pk,i(El) +pi,i(E1)pf,’oT) - ZL;BPEEZ,;C(WJ(&) + pi.i(E2) enable the derivation of the expected service time at ang edg
E,T> T2h phon (F2) D Lcien in any multi—hop topology. Thus, these equations along it
Pro Tty (el +(1—pe )T pLsrsm. constraintsy | ., AcE[S.] < 1,Vv € V, (whereO, represents

the set of outgoing edges from a nodg characterize the
e,T achievable rate region . We sum over all outgoing edges from

In the expression op;’, , the first term within square brackets )
corresponds to the situation where a DATA collision is aithé* Node because the network queue for all outgoing edges at a

caused due to asymmetric topologies due to a CTS loss on ffdle is the same. (Note that unlike prior works, the proposed
edge between the receiver of the edge under stidy,and the methodology can be applied to topologies with nodes having

transmitter of a neighboring edgg, 7., , or far hidden edges due Multiple outgoing edges.) _ .

to CTS loss on the edge betwedh and R. . And the second F!nally, we now comment on the computational compllexny of
term within square brackets corresponds to a DATA collisioe setting up the equations for each edge. The complexity of the
to asymmetric topologies whefi, and R, start transmitting a 2/90rithm to decompose the local topology around an edge
CTS the same time. The third term within square brackets tdeno!MtO ItS gonsUtuent .tv_vo-edge 'topologles s polynomial | |.
DATA collision following eventEf’T. In the expression oﬁf’i, Computing the collision and |dle:= probability for eac_:h twdge

the two terms within square brackets correspond to the sveffiPology takes constant time. Finally, the complexity of -

where the previous exchange was not lost or lost due to DA'@Qrithm to combine the individual collision a}nd idle prolﬂiilazs
collisions following the eventsz®? or g&T Is equal to the number of non-zero terms in Equation (3). Each
1 2 -

o . non-zero term in this equation corresponds to a distinabf&etn-
 CEmaton o e vaies o (£ () (1) 20 g cooes o, oG o 2o s g
is referred to [23]. Note that the evenf, ,Ve, ¢ E and the at) intersection ovet < j < |N¢| edges is equal to the number
CTS getting lost on an edge are independent, hence Lemma2}£istinct sets ofj non-interfering edges which i© (|N*|7).

' owever, the maximum number of non-interfering edgesvif

is sufficient to derivep;”’. : , : .
it . . is bounded by a constant in practical topologies [24]. Hetloe
We next state the value of the RTS collision probability. W&, her of non-zero terms in Equation (3) is polynomialAft|.

reuse the notation used in Lemma 6. Additionally, we defi ; ; . ;
Ro. T, Y "o, the overall computational complexity of setting up eigunes

the eventX.r = (UEneNe? (X% N Ecrs ) U (UenensXe,) U for an edgee is polynomial in|Ae|.

Q.UEHENS (X N EngR) \ (Ef*T U E2T> which denotes that
t

ere is at least one ongoing transmission which will cause B. Network Solution

RTS collision ate. Determining the expected service time of all edges requires
Lemma 13: solving a coupled multivariate system of equations. We adop
0 p°T =1 — [ poars x pé = one (1= A E[Se, 1p5) |terat|v¢_procedure that uses the values_ of the idle andsamil
0 firs mrers [H N [Sen P ] probabilities computed in the previous iteration for therent

. o iteration. Proving the existence and uniqueness of a fixeat,po
[HeneN§ (1- QAenE[Sen]pw'B)} [1 -P (XS’T U By’ )] , and convergence of this iterative procedure to this fixedhpisi
out of scope and left as future work. The interested reader is
(i) prf =1- <p§TS X Porg (1 - [(1 - p;’;s’ifl) pjﬂ - [22;10 referred to [25, 26] for related fixed-point theory.
We now give some insights into the complexity associated
i ieT ) with these proofs. The same iterative procedure has beehtase
P (Eji-1) (1 ~ P PiPeo )D)’ tsism. solve the mpultivariate equations arising in both 802.11estiled
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single-hop [21,27] and multi-hop networks [15, 17]. Notatth
single-hop networks artopologically homogeneous, and hence T~
the same fixed point equation governs the collision probgbil
at each node. In contrast, for multi-hop networks, the fixed
point equation governing the collision and idle probalattare @ : @
different for each node; even the structure of these egustio
can different for each node. Hence, proving uniqueness and
convergence results is significantly more involved for riltip e N
networks. Even for the simpler setting of single-hop neksor =0 % Rate of outer lows (1->3- 7->9) (n Mbos)
only a recent work [28] has derived conditions for the uniuess () (b)
of a fixed point solution for the most general case where nodes _ _ _ _
can be parametrically heterogeneous (but topologicallydge- E:g 6. (a) The Flow in the Middle topology. (b) Achievablaeaegion for the

- . . . ow in the Middle topology.
neous); while convergence of the iterative procedure Ik rebit
well understood. No progress has been made in the context offo ensure that the difference between 802.11 and optimal
multihop networks yet. scheduling is only due to the scheduling inefficiencies .80,

In the absence of formal proofs, prior works have relied offe make the overhead imposed by control message exchange and
extensive simulations to assess the convergence of traiveer protocol headers to be the same for both schemes. (In peactic
procedure. We have adopted the same approach, and perfortiedoverhead of optimal scheduling is expected to be latmer,
extensive simulations on almost 50 representative top@sodror this is besides the point here.)
these topologies, the average number of iterations to cgave
was 6 and the maximum was 8 irrespective of the initial con

dj- :
tions. For a detailed description of these topologies, qeesee A Two-edge t°p°'°9'°£ _ _ _
Section V. We plot the achievable edge-rate regions derived anallytica

and via simulations for the four two-edge topologies in Fig-
IV. ACHIEVABLE FLOW RATE REGION ures 5(a)-5(d). We make the following observations fromséhe
The achievable flow rate region of a given multi-hop networfigures. (i) A close match between the analytical and sirranat
and a collection of source-destination pairs is charameriby results verifies the accuracy of the analysis. (i) The asgtnio
the set of the following constraints: topology has the smallest achievable rate region amonggotir
rp >0 VieF tvx_/o-edge topologie;, which implies thgt the loss in thrqugh
with 802.11 scheduling is largest for this topology. On tlileeo

o Simulation (802.11)
—=— Theoretical (802.11)
0.41% — Optimal Scheduling

%,

Rate of Middle Flow (4->6) (in Mbps)

Ae = " veek hand, the coordinated station topology has the largeseaabie
fer . r
. . rate region. (iii) In the asymmetric topology, even thoud28.1
g+ Y 1= 15 VfeFWweV is highly unfair toe; in saturation conditions (see arrow on the
ecly €0 figure) as also observed in [15], with rate control it is pbsito
Ae € Ap achieve a max-min rate allocation 0277 Mbps/edge, which is

not that far from the max-min rate allocation @832 Mbps/edge

wherer¢ denotes the flow rate of flow flowing through edge achieved by an optimal scheduler.

ry if v=s(f)
e, g(f) =< —ry ifv=d(f) and I, and O, denote the set B. Common Topologies

0 otherwise ) . . .
of incoming edges into and outgoing edges from the node The first two multi-hop topologies we consider have been used

respectively. The first constraint ensures non-negatioftflow Y Prior works to study the performance of 802.11 in multpho
rates, the second constraint expresses edge rates in tefrogro NeWOrks: (@) Flow in the Middle topology which was used in [8
rates and the third is the standard flow conservation cdnstrall; 301, and (b) Chain topology which was used in [7, 29, 31].
The final constraint says that the vector of edge ratemduced 1) Flow In the Middle Topology: Figure 6(a) shows the Flow

at the edges should lie within the achievable edge-rat@negi In the Middle topology. All links are assumed to be lossless.
There are three flows in this topology:— 3,4 — 6 and7 — 9.

V. MODEL VERIFICATION Flows1 — 3 and7 — 9 do not interfere with each other, but
both of them interfere with flom — 6.

Since flowsl — 3 and7 — 9 are symmetric, we assume that
they have equal rates. We plot the achievable rate of these tw
flows against the achievable rate for the middle flaw—{ 6)
in Figure 6(b). We make the following observations from this
figure. (i) The analytical and simulation curves are closedoh
other verifying the accuracy of the analysis. We comparesthar
between simulations and analysis for the maximum rate aetiie
by flow 4 — 6 when the rate of flowg — 3 and7 — 9 is fixed.

he error is less tha®%. Note that comparing the achievable

ow rate region also verifies the analysis presented in Sedtl

In this section, we verify the accuracy of the analysis byifigd
the achievable rate region for the four two-edge topologied
five different multi-hop topologies via simulations and quanng
it to the theoretically derived achievable rate region. Tinelti-
hop topologies we use are either characteristic reprehenta
topologies, real topologies or randomly generated topgekd/Ne
also include the achievable rate region of optimal scheduli
derived using the methodology proposed by &ial. [1], to shed
light on how far from the optimal 802.11 is. Further, motet
by prior work that has expressed concerns about the abity
achieve fair and efficient rate allocations under 802.11, 151
29], we compare the max-min rate allocation under 802.11 anc‘*We say that two flows interfere with each other if any two edgesr which
under an optimal scheduler. they are routed interfere with each other.
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07 —— 07, —— 07 — 0.7, ——
O Simulation o Simulation o Simulation o Simulation
—~ 0.6 == Theoretical 0.6 =s— Theoretical 0.6 == Theoretical 0.6 =»— Theoretical
§. ~—— Optimal TDMA ~—— Optimal TDMA ~— Optimal TDMA ~— Optimal TDMA

Saturation Operating
Point

2
I
»

Edge-rate at e, (in Mbps)
Edge-rate at e, (in Mbps)

3 % 0.1]

0
O.dZ 04 0. 0.8 0
Edge-rate ate, (in Mbps,

e 4

0.2 0.4 0.6,
Edge-rate at e, (in Mbps)

0.8 0 0.8

%'gge—rate gf? (in Mbgé
G (b) (© (d)
Fig. 5. Capacity Regions for different two-edge topologiBise packet loss rate for B)24 byte packet is equal t0.2 ate;, 0.3 atep and0.5 at all the interference

links. (All the rates are in Mbps.) (a) Coordinated statiofiy Near hidden edges. (c) Asymmetric topology. (d) Far hidddges. (The error in the maximum rate
achieved ak; after fixing the rate ats is less thanl0.1% for all the four plots.)

Q. 0.4 0.
E&ge—rate ate, (in Mbps?

0.35 0.5

O Simulation (802.11) O Simulation (802.11)
0.3 =w— Theoretical (802.11) =w— Theoretical (802.11)

—— Optimal Scheduling e e e 0.4 —— Optimal Scheduling

Rate of flow 8->1 (in Mbps)
o
N

Rate of flow 15->1 (in Mbps)

C--® - @0 Lo e m)

0.5

0.1 0.2 .3 0.4
Rate of flow 1->8 (in Mbps)

@ (b) @) (b)

Fig. 7. (a) Chain topology. (b) Achievable rate region foe Bhain topology. Fig. 8. (a) Square topology. (b) Achievable rate region fa Square topology.

0.1 02 _ 03
Rate of flow 1->15 (in Mbps)

as the induced edge-rates should lie within the achievatiigr product, and show that 802.11 and optimal scheduling cae hav
rate region for a set of flow-rates to be achievable (see Selifferent optimal routes.
tion 1V). (ii) The achievable rate region with 802.11 schkxuiy We plot the achievable rate region for this topology in Fig-
is not convex. This non-convexity can also be seen, perhaps mure 8(b). We make the following observations from this figure
clearly, in Figure 7(b) which shows the achievable rateaegf (i) Again, the simulation and analytical curves are closeach
the Chain topology, which is our next example. (i) The mmai  other. The error in the maximum rate achieved by flew- 1
rate allocation for this topology with 802.11 @s194 Mbps/flow when the rate of floml — 8 if fixed is less thanl4%. (ii) The
and is0.213 Mbps/flow with optimal scheduling. Thus, 802.1Imaximum throughput with 802.11, when only one of the flows
achieves91% throughput as compared to optimal scheduling & on, is equal td.33 Mbps (point A in Figure) and is achieved
the max-min rate allocation. by routing 0.165 Mbps along one path and.165 Mbps along

2) Chain Topology: Figure 7(a) shows the Chain topologythe other path. (iii) When both flows are on, the max-min point
All links are assumed to be lossless. We set 15. There are with 802.11 (point B in Figure) is achieved by single-pathtiog
two flows in this topology:l — 15 and 15 — 1. We plot the with non-overlapping routes for the two flows, for example» 8
achievable rate region of these two flows in Figure 7(b). W&enarouted alongl — 2 — 3 — 4 — 8 and flow8 — 1 routed along
the following observations from this figure. (i) The anatgiand 8 — 7 — 6 — 5 — 1. However, optimal scheduling can achieve
simulation curves are close to each other verifying the emyu the max-min point by both single-path and multi-path rogitin
of the analysis. We compare the error between simulationls arhus, the optimal routing paths for 802.11 and optimal salied
analysis for the maximum rate achieved by flaw— 15 when can be different. (iv) The max-min rate allocation with 80Ris
the rate of flowl5 — 1 is fixed. The error is less thai2%. 0.18 Mbps/flow and i9).213 Mbps/flow with optimal scheduling.
(i) The achievable rate region with 802.11 scheduling i ndhus, 802.11 achieve®l.5% throughput as compared to optimal
convex for this topology also. (iii) The max-min rate alltica scheduling at the max-min rate allocation.
for this topology with 802.11 i9.09 Mbps/flow and is0.14
Mbps/flow with optimal scheduling. Thus, 802.11 achiet48% .
throughput as compared to optimal scheduling at the max-nfh A Real Topology: Houston Neighborhood
rate allocation. The next topology we choose is the real topology of an
outdoor residential deployment in a Houston neighborhdgjd [
The node locations (shown in Figure 9) are derived from the
deployment and fed into the simulator. The physical chatires

The next topology we study is the Square topology of Figve use in the simulator is a two-ray path loss model with Log-
ure 8(a). All links are assumed to be lossless. There are twormal shadowing and Rayleigh fading [32]. The ETX routing
flows present in this topologyt — 8 and8 — 1. There are metric [33] (based on data loss in absence of collisions}ésluo
two possible routes for each flow: — 2 — 3 — 4 — 8 and set up the routes. Nod@sand1 are connected to the wired world
1—-5—-6—-7—8forflowl—8& and8 -4 —3—2—1 and serve as gateways for this deployment. All other nodetero
and8 —7—6 — 5 — 1 for flow 8 — 1. We use his topology their packets towards one of these nodes (whichever isrcinse
to illustrate that our analysis yields the optimal routesaaBy terms of the ETX metric). The resulting topology as well as th

C. Square Topology: Which Route
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the analysis when the network parameters are modified frein th
default values. We compare the achievable rate region etbriv
via simulations and theory for the Flow in the Middle topofog
(Figure 6(a)) for: (a)100 byte DATA packets atl Mbps data
rate in Figure 10(a), and (K024 bytes packets atl Mbps data
rate in Figure 10(b). The error between simulations andyesml
for the maximum rate achieved by flow — 6 when the rate
of flows 1 — 3 and7 — 9 is fixed is less thar5% for both
scenarios. Note that for both the scenarios, Assumptiones do
not hold, and hence we see a larger error. For smaller DATA
packets, the reason why Assumption 1 does not hold is obvious
Fig. 9. Topology from the deployment in a Houston neighbothdarows show However, why increasing the data rate b Mbps makes this
the routing paths and the num_erals on top _of an arrow is thea_tnibty of _Ioss assumption invalid is not obvious as the DATA packet size is
of @ 1024 byte packet on that link. Dashed lines represent the iremfee links. still two orders of magnitude larger than the RTS packet. dize
o Simulation (802.11) 802.11, the PHY header contains information used to determi
T e e | the data rate of the incoming transmission (to allow aute-ra
adaptation [20]), and hence is always transmittet! lstops. And
the PHY layer header is exchanged for both control and DATA
packets. Hence, the transmission time of a RTS packet bexome
comparable to the transmission time of a DATA packet, which
violates Assumption 1. Note that this is a protocol issuecWwhi
needs to be fixed as this violates the basic premise of prbtoco
0.05 0.1 0.15 0.2 0 0.5 1 15 2 25 3 .
Rate of outer flows: 1->3, 7->9 (in Mbps) Rate of outer flows: 1->3, 7->9 (in Mbps) des|gn that the load due to control packets should be a small
(@) (b) fraction of the total load.
Fia. 10. : . . . ,
05 byte packets and Mbps data rate. (b) Achievable Rate Region for the Fiow, /0™ Figures 10(a) and 10(b), we also observe that 802.11
in the Middle topology forl024 byte packets and1 Mbps data rate. a'Ch|eveS more thai4% thrOUghpUt at .the max-min rate alloca"
{ign as compared to optimal scheduling for both the scesario

routing tree is also shown in Figure 9. The loss rates at eal\I hat in both th | h head is sianifi |
link are determined from the simulator by letting each noeleds ote that in both these examples the overhead is significant
m{ggr than in previous scenarios.

several broadcast messages one by one and measure the nu
of packets successfully received at every other node. Tpadgy

information and loss rates are fed into the analytical maddel
find the achievable rate region for this topology. There &e G. Summary
flows in this topology. Hence, we only compare the max-min
rate allocation from simulations and theory. A very good chat
is observed: the simulator allocate§ Kbps/flow whereas the incorporate all the events leading to collisions/busy cledrin

theory allocateg4 Kbps/flow (error =4.4%). Optimal scheduling our proofs. And our assumptions are shown to be accurate via

allocates67.3 Kbps/flow at the max-min rate allocation. Thus,; : :
802,11 achievess, % of the hroughput as compared (0 0PIMal o mairmum error s (1) The achievabl rate egion wit
scheduling at the max-min rate allocation. 802.11 scheduling is non-convex. (iii) 802.11 achievesarban
64% throughput as compared to optimal scheduling at the max-
E. Random Topology min rate allocation for all the topologies studied in thigppa

We create the final topology by randomly placii§ nodes This is an interesting and unexpected observation. A priorkw
in a 1000m x1000 m area. Both transmission and interferencef ours [34] attempts to understand the optimality of 802.11
range are set equal 200m. We assume links used for routinghowever characterizing the worst case performance of 80@.1
packets to be lossless and assupfig s = pirs = 0.4 on all  still an open question and left for future work. (iv) The opél
the other links as links used in routing paths typically ae | routing paths for 802.11 and optimal scheduling can be riffe
loss links. We select source-destination pairs at random. We Note that the above summary results are based on simulation
compare the max-min rate allocation from simulations aeoth  stydies over almost0 representative topologies. (Limitations
A very good match is observed: the simulator alloc&téXbps of space allowed us to only show results farof them in
to five of the flows and650 Kbps to the sixth flow whereas ine paper.) These include a number of characteristic tapeso
theory allocate96Kbps to five of the flows and00 Kbps to the inclyding the flow in the middle topology (Section V-B.1) and
sixth flow (error =7.6%). Optimal scheduling allocates41.7  yariations, chain-like topologies (like the one in Sect\éi.2),
Kbps to five of the flows and'06 Kbps to the sixth flow at tree.-jike topologies, star-like topologies, ring-likeptogies, and
the max-min rate allocation. Thus, at the max-min point,.802 {he square topology in Section V-C. They also include a numbe
achieves76.35% of the total sum throughput as compared t@f random topologies (see Section V-E for one of them), tla re

2
3

o
N

O Simulation (802.11)
=w— Theoretical (802.11)
~— Optimal Scheduling

N
5]

=}
=
P |

o

o

a
N

o
wn
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° .
o
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P
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We now summarize the observations made in this section. (i)
Under the assumptions we make, our analysis is accurate as we

optimal scheduling. Houston neighborhood topology presented in Section V-, an
_ more than20 neighborhood topologies. (A topology is called
F. Different Network Parameters a neighborhood topology if there is an edge of interest that

All the previous comparisons were made for a particular $et mterferes with all the other edges. The simplest such tugieb
network parameters. In this section, we investigate tharacy of are the four two-edge topologies depicted in Figure 2.)
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0s S Siaion G021 035 —Smuiaion @0z 1D maximum error is less tha20% for both the topologies.
—=— Theoretical (802.11) @ 03 =« Theoretical (802.11)
0,4‘ —— Optimal Scheduling '§ —— Optimal Scheduling

VIlI. EXTENSIONS

We now discuss how to modify the analysis if some of the
simplifying assumptions made on the physical layer model an
packet sizes do not hold.

Different Transmission Rates and Packet SizesDifferent
% O o S20e o 03 0s edges in the network can have different average transmissio
aue oo 17215 (o) rates due to the automatic rate adaptation employed at thd BO
@ ®) physical layer. Moreover, there can be multiple sized ptcke
Fig. 11. (a) Achievable rate region for the Flow in the Middipology with the flowing through the network. Both these events will result in
apgroxti)mitci?]?esvgg iegignrgllioir;g: ?ﬁéwgﬁgi r?iguggonsw?{'#tﬁ& ilrisastkt)f:;n different transmission times at each edge. To account feseh
cz)?soéétiz)n VI. Error betwee% simulations and anpalysgi]g is tha® 12%. the pdf of the transmission time for each edge _WOUId be dér've
based on the packet pdfs and the automatic rate adaptation
VI. NETWORK SOLUTION WITHOUT THE ITERATIVE algorithm, the expected service time at each edge would be
PROCEDURE derived as a function of the transmission time at that edgd, a

As discussed in Section IlI-D, we need an iterative prooedu}hen the law of total probability would be used to integrate o

L . - his dependence.
to solve the coupled multivariate system of equations ddrin . . ) .
Section lll. In this section, we discuss if it is possible gxduple More Detailed Physical Layer Model: The analysis in Sec-

the equations to avoid using an iterative procedure by faziog a%r\]/véverasrsé%rgr?tdmiaglgg%ei?dstSSiIQgIZi 'néif[feﬂr]zrt'ﬁ?ﬁargg?el‘
some accuracy in the analysis. We look at the following qoest ’ 99

(i) under what network conditions can the equations be daedu IS _nelt_her_bmary [35] nor pairwise [19]. Even though our ma
without an unreasonable loss in accuracy, and (i) what laee objective is to analyze the achievable rate region under1802

approximations to be made to remove the coupling. AC, it is important to discuss how the derivation of Sectitin

A careful look at Lemmas 11 and 12 and the expression fg?ltzsirgt]cl)gtlgeddislzl?s;ncr)lz)ewr(taglI;[:ﬁéczze?r?erel;?wirmziihlri utls:: [12]
K. r derived in Section I1I-B.1 tells us that the equations canng Y P )

be decoupled for networks with a non-negligible probapit proposed a non-binary interference model by associatingpa c

RTS/CTS loss on edges without a significant loss in accuracyFure and a deferral probability to model that a collision figot

For networks with a negligible probability of RTS/CTS IOSSresult in packet loss and the channel might not be sensedaiusy

. o node inspite of the ongoing interfering transmission. &ach

one can make the following two approximations to decoup SO .
. ' A of the two-edge topologies, incorporating the capture aafdrdal
the equations. (1) The first approximation is to replace”[S. | probabilities will change the collision and idle probatids.

by m'”(xsjfjnevl in the expressions for the following twoThe deferral probability will increase the proportion ofmé a
probabilities: (i) the DATA collision probability (Lemma2), channel is sensed idle by the transmitter as well as the numbe
and (ii) the RTS collision probability (Lemma 13\, de- of simultaneous transmissions which in turn will increake t
notes the saturation throughput of a WLAN withtransmitters collision probabilities. The capture probability will rede the

Rate of Middle Flow (4->6) (in Mbps)

0 01 02 03 04 05
Rate of outer flows (1->3, 7->9) (in Mbps)

transmitting to a single receiver (derived in [21]) amd = probability of simultaneous transmissions causing patdeges,
[Ne| is the number of edges interfering with. Note that thus reducing the collision probabilities.
AcE[Se] is upper bounded by. Since approximating\. £[S.] Now lets discuss how to remove the pairwise assumption.

by its upper bound is inaccurate when is small, in these Many simultaneous transmissions can cause deferrafimoiliat
situations we replace’[S.] by 1/Asatn,. (Asat,n @S @ func- a node even though each of them individually might not have
tion of n flattens out rather fast [21]. As a result, even ithe same effect. [14, 18] proposed a model for this physaz
just a few neighboring edges are saturatéd).., would be effect. For each edgg there is a deferral and collision probability
a good lower bound since the topology that minimizes seissociated at both the receiver and the transmitterdeffining its
vice times is the one where all nodes are within range.) (Ibehavior if a sefS of edges are transmitting simultaneously. Thus,
The second approximation is to approximatén.,en, Xe;) = instead of considering the effect of interfering edgesepwe
(Heiem P(Xei)) /(1= P (Ueesy, Xek))w'*‘_1 when no two should consider the effect of interfering setscoiGiven that each
edges inN, interfere with each otherNin Lemma 11 withedge in the sef does not cause any interference individually, its
m ; : ;
e, PXD) /(1= S0 P(X%)P s ' effect can be analyzed using techniques developed for zingly

With the first approximation, the DATA collision probabiét coordinated statlo_ns and asy_mmetnc tOpOIOQ'?S'. .
Hence, even with a non-binary and non-pairwise interfezenc

can be derived for each edge independently. Now, given theodeI the essence of the analysis in terms of decomposing a
DATA collision probabilities at each edge, with the secon ' y P 9

approximation, one can find the RTS collision probabilitées ocal topology qrqund an edg_e into a number of interfgrintg; se
idle probability’ at each edge independently. and then combining them using the results from Section JII-C

. L e , . remains unchanged. So, we believe that the analysis pessant
Using these approximations will introduce some inacc@sci ,, . L
. S . . this paper can be extended to a more realistic interfereramkem
However for the topologies studied in this paper, the ineacies
are not large. For example, Figures 11(a) and 11(b) combare t
achievable rate region derived with these approximatioitis tlie VIII. CONCLUSIONS ANDFUTURE WORK
simulation results for the Flow in the Middle topology andeth In this paper we have characterized the capacity region of
Chain topology respectively. With the two approximatiottse an arbitrary multi-hop wireless network with 802.11 scHedy
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by deriving a methodology to characterize the achievablgeed [18] L. Qiu, Y. Zhang, F. Wang, M. Han, and R. Mahajan, “A gaienodel of

rate region. This paper is a precursor to several works whi

require a general and accurate characterization of theswalhie
rate region of 802.11-scheduled multi-hop networks. Weflyri
describe three such ongoing works.

Optimality of 802.11: In Section V, we observed that 802.11
achieves more tha$4% throughput as compared to optimal21]
scheduling at the max-min rate allocation for all the topixs
we studied. These results serve as a motivation to undeirsten |5,
worst-case performance of 802.11.

Optimal Routing and Rate Allocation: The constraints char-

i

(20]

acterizing the achievable flow-rate region of a given 802.1¢%
scheduled multi-hop network (Section IV) can be fed into an
optimization problem to find optimal routing and rate alltoa
for different utility functions.

Residual Bandwidth Estimation: The methodology of Sec- [25]

tion Ill can be used to find the residual bandwidth at a givegeed

given the edge-rates at the other edges in the network. @hibe
used to design interference-aware routing [16, 36] or a estign
control algorithm which sends explicit and precise ratelfeek
to the sources, for example, see our recent work [37].
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