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Abstract—Intermittently connected mobile networks are wire-
less networks where most of the time there does not exist a
complete path from the source to the destination. There are many
real networks that follow this model, for example, wildlife tracking
sensor networks, military networks, vehicular ad hoc networks
(VANETs), etc. In this context, conventional routing schemes
would fail, because they try to establish complete end-to-end
paths, before any data is sent.

To deal with such networks researchers have suggested to use
flooding-based routing schemes. While flooding-based schemes
have a high probability of delivery, they waste a lot of energy
and suffer from severe contention which can significantly degrade
their performance. With this in mind, we look into a number of
“single-copy” routing schemes that use only one copy per mes-
sage, and hence significantly reduce the resource requirements
of flooding-based algorithms. We perform a detailed exploration
of the single-copy routing space in order to identify efficient
single-copy solutions that (i) can be employed when low resource
usage is critical, and (ii) can help improve the design of general
routing schemes that use multiple copies. We also propose a
theoretical framework that we use to analyze the performance of
all single-copy schemes presented, and to derive upper and lower
bounds on the delay of any scheme.

Index Terms—Ad hoc networks, delay tolerant networks, inter-
mittent connectivity, routing.

I. INTRODUCTION

I NTERMITTENTLY connected mobile networks (ICMN)
are mobile wireless networks where most of the time there

does not exist a complete path from a source to a destination,
or such a path is highly unstable and may change or break
while being discovered. There are many real networks that
follow this model. Examples include wildlife tracking and
habitat monitoring sensor networks [1], military networks [2],
vehicular ad hoc networks (VANETs) [3], pocket switched
networks (PON) [4], networks for low-cost Internet provision
to remote communities [5], etc. In these networks, intermittent
connectivity might arise due to sparseness [5], [6], nodes pow-
ering down to conserve energy [1], high mobility [3], or even
for covertness [2]. Intermittently connected mobile networks
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belong to the general category of Delay Tolerant Networks
(DTN) [7], that is, networks where incurred delays can be very
large and unpredictable.

Conventional Internet routing protocols (e.g., RIP, OSPF) as
well as ad hoc network routing schemes, such as DSR, AODV,
etc. [8], assume that a complete path exists between a source and
a destination, and try to discover minimum cost paths before
any useful data is sent. Since no such end-to-end paths exists
most of the time in ICMNs, such protocols would fail in this
context. However, this does not mean that packets can never be
delivered under intermittent connectivity. Over time, different
links come up and down due to node mobility (or other reasons).
If the sequence of connectivity graphs over a time interval are
overlapped, then an end-to-end path might exist. This implies
that a message could be sent over an existing link, get buffered
at the next hop until the next link in the path comes up, and so
on and so forth, until it reaches its destination.

This imposes a new model for routing. Routing here con-
sists of a sequence of independent, local forwarding decisions,
based on current connectivity information and predictions of fu-
ture connectivity information. Furthermore, node mobility often
needs to be exploited in order to deliver a message to its desti-
nation, which is why this model is usually referred to as “mo-
bility-assisted routing” (other names include “encounter-based
forwarding” and “store-carry-and-forward”). The idea is remi-
niscent of the work in [9]. However, mobility there is exploited
in order to improve capacity, while here it is used to overcome
the lack of end-to-end connectivity.

Depending on the number of copies of a single message that
may coexist in the network, one can define two major categories
of mobility-assisted routing schemes. In single-copy schemes,
there’s only one node in the network that carries a copy of the
message at any given time. We call this node the “custodian” of
the message. When the current custodian forwards the copy to
an appropriate next hop, this becomes the message’s new custo-
dian, and so on and so forth until the message reaches its desti-
nation. On the other hand, multiple-copy (or multi-copy) routing
schemes may generate multiple copies of the same message,
which can be routed independently for increased robustness.

The majority of routing schemes proposed for ICMNs
are flooding-based, and, therefore, multi-copy in nature [1],
[10], [11]. Despite their increased robustness and low delay,
flooding-based protocols consume a high amount of energy,
bandwidth, and memory space (all scarce resources for most
low-cost wireless devices) [1], [10], [12]. Further, under high
traffic loads they suffer from severe contention and message
drops that can significantly degrade their performance and
scalability [12], [13]. These shortcomings often make such
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algorithms inappropriate for energy-constrained and band-
width-constrained applications, which is commonly the case
in wireless networks. Consequently, it is desirable to design
efficient single-copy routing schemes for many resource-con-
strained ICMNs. Additionally, single-copy schemes constitute
the building blocks of multi-copy schemes. In many multi-copy
schemes a number of copies are generated, each of which is
routed independently using a single-copy algorithm [12]. For
this reason, it is important to have a good understanding of the
tradeoffs involved in single-copy routing, in order to design
efficient multi-copy schemes, as well.

With this in mind, we perform in this paper a thorough inves-
tigation of single-copy routing for intermittently connected mo-
bile networks. (In [14] we study the same problem using multi-
copy approaches.) We present a number of increasingly “smart”
schemes, exposing their individual advantages and shortcom-
ings, and demonstrate that competitive performance can often
be achieved without the overhead and logistics of using redun-
dant copies. The champion algorithm of our study turns out to
be one that combines the simplicity of a simple random policy,
which is efficient in finding good leads towards the destination,
with the sophistication of utility-based policies that efficiently
follow good leads. Finally, we propose an analytical framework
to evaluate the performance of any routing scheme in the con-
text of ICMN. Using this framework we derive lower and upper
bounds on the expected delay of any single-copy routing scheme
(these are actually bounds for multi-copy schemes, as well). We
also use our framework to analyze the expected delivery delay
of all the single-copy algorithms presented.

In the next section we go over some existing related work.
Section III describes a number of single-copy routing algo-
rithms, including our proposed solution and an optimal scheme.
Then, in Section IV we present our analytical framework, and
use it to evaluate the expected performance of the routing
schemes presented. Section V provides simulation results
where the performance of all the strategies is compared. Fi-
nally, Section VI concludes the paper and gives some directions
for future work.

II. RELATED WORK AND CONTRIBUTIONS

Although a large number of routing protocols for wireless ad
hoc networks have been proposed [8], [15], traditional routing
protocols are not appropriate for networks that are sparse and
disconnected. The performance of such protocols would be
poor even if the network was only “slightly” disconnected. To
see this, note that the expected throughput of reactive protocols
is connected with the average path duration and the time
to repair a broken path with the following relationship:

[16].
Node mobility leads to frequent disconnections, reducing the
average path duration significantly. Consequently, in most
cases (at least 2 the optimal delay) is expected to be
larger than the path duration, which implies that the expected
throughput will be close to zero. Proactive protocols, on the
other hand, would declare lack of a path, or result into a deluge
of topology updates.

One approach to deal with very sparse networks or connec-
tivity “disruptions” [2] is to reinforce connectivity on demand,
by bringing for example additional communication resources
into the network when necessary (e.g., satellites, UAVs, etc.).
Similarly, one could force a number of specialized nodes (e.g.,
robots) to follow a given trajectory between disconnected parts
of the network in order to bridge the gap [17], [18]. In yet other
cases, connectivity might be predictable, even though it is inter-
mittent (e.g., Inter-planetary networks, IPN [19]). Traditional
routing algorithms could then be adapted to compute shortest
delivery time paths by taking into account future connectivity
[5], [20]. Nevertheless, such approaches are orthogonal to our
work; our aim is to study what can be done when connectivity
is neither enforced nor predictable, but rather opportunistic and
subject to the statistics of the mobility model followed by nodes.

Despite a significant amount of work and consensus existing
on the general DTN architecture [7], there has not been a sim-
ilar focus and agreement on DTN routing algorithms, especially
when it comes to networks with opportunistic connectivity. The
simplest possible approach is to let the source or a moving relay
node (DataMule) carry the message all the way to the destina-
tion (Direct Transmission) [6]. Although this scheme performs
only one transmission, it is extremely slow [9]. A faster way to
perform routing in ICMNs, called Epidemic Routing, is to flood
the message throughout the network [11]. This scheme is guar-
anteed to find the shortest path when no contention exists for
shared resources like wireless bandwidth and buffer space. Yet,
it is extremely wasteful of such resources. What is worse, in re-
alistic scenarios where bandwidth, memory space, or energy re-
sources might be scarce, the performance of flooding degrades
significantly [10], [12], [13].

A number of approaches have been taken to reduce the over-
head and improve the performance of epidemic routing [1], [10],
[13], [21]–[23]. In [21] the authors examine a number of dif-
ferent schemes to suppress redundant transmissions and clean
up valuable buffer space after a message has been delivered
with epidemic routing. In [13], [22] a message is forwarded
to another node with some probability smaller than one (i.e.,
data is “gossiped” instead of flooded). Finally, in [1] a simple
method to take advantage of the history of past encounters is
implemented in order to make fewer and more “informed” for-
warding decisions. The concept of history-based or utility-based
routing is further elaborated in [10], [24]. Results from these
studies indicate that using the age of last encounter with a node,
when making a forwarding decision, results in superior perfor-
mance than flooding. The concept of history-based routing has
also been studied in the context of regular, connected wireless
networks in [25]. Finally, it has also been proposed that Net-
work Coding ideas could be useful to reduce the number of bytes
transmitted [23]. Although all these schemes, if carefully tuned,
can improve to an extent the performance of epidemic routing,
they are still flooding-based in nature, and thus often exhibit the
same shortcomings as flooding [14].

A different approach to significantly reduce the overhead of
epidemic routing, while still maintaining good performance, is
to distribute only a bounded number of copies [12], [21], [26],
[27]. In a manner similar to the 2-hop scheme of [9], a copy is
handed over to a fixed number of relays, each of which can then
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deliver it only directly to the destination. Nevertheless, in many
situations where node movement is strongly correlated or pre-
dominantly local, the performance of this scheme deteriorates
[4], [14].

Despite the variety of existing approaches, the majority of
them are multi-copy ones. Furthermore, the minority that deals
with single-copy techniques only studies direct transmission
[6] or some form of utility-based schemes in relatively different
contexts [24], [25]. In this work, we perform a detailed inquiry
into the problem space of single-copy routing, and show how
to achieve competitive performance without using multiple
copies. We look into how utility functions can be designed
to fully take advantage of the “field” of past encounters, and
propose a function that is shown to achieve up to an order of
magnitude improvement in ICMNs over existing utility func-
tions [25]. Finally, we propose a novel, hybrid routing scheme,
which uses randomization when necessary to overcome some
inherent shortcomings of utility-based forwarding.

In the theory arena, a large body of work has recently emerged
trying to analyze the trade-offs involved between the asymptotic
capacity and the asymptotic delay of the 2-hop scheme proposed
in [9], and related schemes exploiting mobility [27]–[30]. Al-
though asymptotic results provide valuable insight on the scal-
ability of a given family of protocols, they often do not provide
the necessary insight to design efficient and practical schemes.
Furthermore, the majority of these works are concerned with
delay in connected networks. In such networks, mobility is only
used to reduce the number of transmissions. On the other hand,
mobility in disconnected networks is an intrinsic component of
the minimum delay. Furthermore, in connected networks the
transmission range of each node has to scale with the number of
nodes, in order to ensure connectivity, making all related analyt-
ical results strictly a function of the number of nodes [27], [28].
Here, we’re interested in a much wider range of connectivity
scenarios, where transmission range, number of nodes, and net-
work size are independent parameters, whose individual effect
on performance our analytical framework aims at quantifying.

Also, in the context of disconnected networks, most existing
analytical efforts concern the performance of epidemic routing
or other multi-copy schemes [14], [21], [22], [26]. To the best
of our knowledge, the only prior analytical work for single-
copy schemes is on direct transmission [6] and some asymptotic
results regarding utility-based schemes [25], [31]. Finally, in
many existing studies, some parameters of the proposed model
(e.g., node inter-meeting times) need to be acquired from sim-
ulation traces for each and every scenario [21], [22]. Here, we
expand our framework from [32] to evaluate the delivery delay
of all the single-copy algorithms examined, as well as to derive
lower and upper bounds on the expected delay achievable by
any scheme in ICMNs.

III. SINGLE-COPY ROUTING STRATEGIES

In this section, we explore the problem space of single-copy
routing in ICMNs. Our problem setup consists of a number
of nodes moving independently according to some stochastic
mobility model. Additionally, we assume that the network is
disconnected at most times, and that transmissions are faster

than the node movement (a reasonable assumption with modern
wireless devices1). Also, each node can maintain a timer for
every other node in the network, which records the time elapsed
since the two nodes last encountered each other (i.e., came
within transmission range). These timers are similar to the age
of last encounter in [25], and are useful, because they contain
indirect (relative) location information. However, note that not
every routing scheme requires these timers. Also, we assume
that this is the only information available to a node regarding
the network (i.e., no explicit location info, etc.). Finally, we
assume that nodes emit a beacon signal, possibly periodically,
that advertises their presence. In practice, when another node
senses this beacon, the two nodes establish a relationship (as
for example in Bluetooth pairing [33]) by exchanging IDs and
other relevant information like timer values. We refer to this as
an “encounter”.2

We will now look into a number of increasingly “smart”
routing strategies. We believe that these are fairly representative
of different approaches one might take for the problem in hand.
Each routing algorithm decides under what circumstances a
node, currently holding the single message copy, will hand
it over to another node it encounters. The goal is that each
forwarding step should, on the average, result in progress of the
message towards its destination. (Due to space limitations, all
the proofs for this section can be found in [34].)

Direct Transmission: The simplest possible routing scheme
imaginable is the following: a node forwards a message to
another node it encounters, only if is the message’s des-
tination. This scheme is trivial, but it has the advantage of per-
forming only a single transmission per message. It has been con-
sidered in some previous work [6], [9], and its expected delivery
delay is an upper bound on the expected delay of any routing
scheme. It will therefore serve as our baseline.

Randomized Routing Algorithm: The first nontrivial routing
algorithm that we will look at is a randomized forwarding algo-
rithm, where the current message custodian hands over the mes-
sage to another node it encounters with probability .
Further, in order to avoid a message constantly jumping back
and forth between two nodes within range, we assume that,
when a node receives a message, it is not allowed to send the
message back to the node it received it from, for a given amount
of time (the two nodes are tagged as “coupled” [35] until a timer
expires).

Lemma 3.1: When all nodes move according to a stochastic
mobility model whose expected meeting time is a concave func-
tion of distance, forwarding a message results in a reduction of
the expected delivery time of the message to its destination.

Lemma 3.1 states that even this simple routing strategy results
in expected progress at each forwarding step (i.e., locally), for a
number of mobility models (e.g., Random Walk, Random Way-
point [8]). This result might be slightly counterintuitive, but can

1Assume, for example, that a node has a range of 100 m and a radio of 1 Mbps
rate. Then, it could send a packet of 1 KB at a distance of 100 m in only 8 ms.
Even if that node is a fast moving car with a speed of say 65 mph, it could carry
the same packet at a mere distance of less than 1 m in the same 8 ms.

2Although the frequency with which the beacon is emitted plays a role on
when nodes encounter each other, here we will assume for simplicity that nodes
instantaneously “see” each other when they come within range.
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be explained by the fact that transmissions are faster than node
movement. Nevertheless, this progress is marginal, especially
when far from the destination.

Utility-Based Routing With 1-Hop Diffusion: Randomized
Routing does not take advantage of the only information
available to each node regarding the network, that is, the last
encounter timers. Position information regarding different
nodes gets indirectly logged in the last encounter timers, and
gets diffused through the mobility process of other nodes. For
many noncontrived (or nonadversarial) mobility models, it can
be shown that a smaller timer value on average implies a smaller
distance from the node in question. Therefore, we can define
a utility function based on these timers, which indicates how
“useful” a node might be in delivering a message to another
node. A gradient-based scheme can then be used to deliver
a message to its destination, as has been noted in [10], [25].
This scheme will try to maximize the utility function for this
destination.

Definition 3.1 (Utility-Based Routing): Let denote the
time elapsed since node last saw node . Let further each node

maintain a utility function for all nodes, where is
a monotonically decreasing function of the respective last en-
counter timer , and , . Then, a node

forwards to another node a message destined to a node
, if and only if , where (utility

threshold) is a parameter of the algorithm.
Lemma 3.2: Let all nodes move according to a stochastic

mobility model for which
, ( denotes the distance between two nodes). Let fur-

ther a node carrying a message for a node encounter an-
other node , for which . Then, forwarding
the message to results in reduction of the expected delivery
time of the message to its destination, which is at least as large
as that achieved by Randomized Routing.

The above lemma, as in the case of Randomized Routing,
holds for a number of mobility models like Random Walk,
Random Waypoint, Community-based mobility [36], etc.

Utility-Based Routing With Transitivity: Despite making
better forwarding decisions than randomized ones, the previous
scheme suffers from a “slow start” phase, which is more mani-
fested in large networks. In a large network, where source and
destination are usually far, almost all nodes around the source
will have moved long enough to get “decoupled” from the des-
tination [35]. Thus, they will not have a high enough utility to
become next hops. Additionally, if it happens that the few nodes
around the message custodian last met the destination before
the custodian did, the custodian will probably have to wait a
long time until it moves close to the destination again (even if a
connected path to the destination existed). The reason for this
inefficiency is that each node updates its utility function for the
destination only when it encounters that destination. Location
information takes a very long time this way to get diffused
throughout the network, and by the time such information does
get diffused it has become obsolete.

To deal with this problem we propose the use of “transitivity”
when updating the utility function. When node sees node
often, and node sees node often, may be a good candi-
date to deliver a message to (through ), even if rarely sees

. Therefore, when encounters node , it should also update
(increase) its utility for all nodes for which has a high utility.3

Although the idea of using transitivity is not entirely new (e.g.,
see [10]), the transitivity function needs to be carefully chosen,
in order to actually improve performance.4 From an information
theoretic perspective, this transitivity effect should successfully
capture the amount of uncertainty resolved regarding the po-
sition of the destination, when a node is encountered that has
some additional (i.e., more recent) information for that destina-
tion. For reasons that will become clear in Section IV, we pro-
pose the use of the following transitivity function that we apply
directly to the last encounter timers:

Definition 3.2 (Timer Transitivity): Let a node encounter a
node at distance . Let further denote the expected
time it takes a node to move a distance under a given mobility
model. Then: , set

.
Seek and Focus Routing—A Hybrid Approach: Although the

use of transitivity does alleviate the slow start phase, if nodes
move fast enough, even transitivity might not be able to diffuse
utility information promptly throughout the network. Addition-
ally, utility values of nodes can be seen as a time-varying utility
field with the global maximum at the destination. Since a greedy
forwarding approach is used, the message often gets stuck at
local maxima for some time.

In order to deal with these shortcomings, we propose a hybrid
routing protocol, called “Seek and Focus”, which aims to com-
bine the best of both worlds. It can escape the slow-start phase
and local maxima of utility-based protocols, while still taking
advantage of the higher efficiency of utility-based forwarding.
Initially it looks around greedily for a good lead towards the des-
tination using randomized routing, and then uses a utility-based
approach to follow that lead efficiently. Additionally, it uses a
procedure reminiscent of the “peripheral routing” in some po-
sition-based routing protocols [37] to prevent a message from
getting stuck for a long time at local maxima of utility.

Definition 3.3 (Seek and Focus (Hybrid)): Seek and Focus
consists of the following alternating phases:

• seek phase: If the utility of the current custodian is below a
predefined threshold (“focus threshold”), perform ran-
domized forwarding with parameter to quickly search
nearby nodes;

• focus phase: if a node with a utility above just received
the message, then (i) this node resets a timer to
and starts counting down, and (ii) it performs utility-based
forwarding (i.e., looks for a node with a higher utility than
its own);

• re-seek phase: if expires then (i) set timer to
and to the current utility value, and (ii) perform

randomized routing until either a node with utility higher

3In practical situations, each node would only maintain a cache of the most
recent nodes that it has encountered, in order to reduce the overhead of book-
keeping and the amount of timer data exchanged when two nodes encounter
each other. We expect this to have only a small, if any, effect on performance,
as large timer values contain little information anyway.

4Simulations we performed have shown us that heuristic transitivity functions
like the one proposed in [10] only increase the number of forwarding steps per
message, but decrease the “quality” of each step; the protocol’s behavior starts
resembling that of randomized routing.
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than is found or until expires; then, reset to its
default value and return to seek or focus
phase .

An “Oracle-Based” Optimal Algorithm: The algorithm that
minimizes the expected delivery delay is aware of all future
movement, and, thus, it is an “oracle-based” algorithm. Based
on this knowledge, it computes the optimal set of forwarding
decisions (i.e., time and next hop), which delivers a message to
its destination in the minimum amount of time.

The “oracle-based” algorithm cannot be implemented in re-
ality, when connectivity is opportunistic. It provides an offline
solution to an inherently online problem, and, thus, its delay
will serve as a lower bound on the delay of any routing strategy.
(Note that, when future connectivity is known, it could be pos-
sible to implement this scheme, albeit with considerable over-
head [5].) Finally, notice that, under the assumption of infinite
buffer space and bandwidth, flooding (i.e., epidemic routing)
achieves this minimum delay.

IV. PERFORMANCE ANALYSIS

In this section, we will analyze the expected delay of all
routing schemes presented, under intermittent connectivity.
Since message transmissions in this context occur only when
nodes meet each other, the time elapsed between such meetings
is the basic delay component. Therefore, in order to be able to
evaluate the performance of any mobility-assisted scheme, it
is necessary to know the statistics of encounter times between
nodes, called hitting or meeting times. These are the times until
a node, which, say, just received a message, first encounters a
given other node that can act as a relay.

Definition 4.1 (Hitting and Meeting Time): Let a node move
according to mobility process “MM”, and starting from its sta-
tionary distribution at time 0. Let further its position at time
be . Then,

i) If is a static node with uniformly chosen position ,
then the expected hitting time under mobility model
is .

ii) If is a mobile node also starting from its stationary dis-
tribution, then the expected meeting time between the two
nodes is .

These constitute the basic component in the delay expres-
sion of any scheme, and they largely vary depending on the
specific mobility model in hand. In [36] we have calculated the
meeting time for “epoch-based” mobility models, like Random
Waypoint, Random Direction, and a more realistic mobility
model called Community-based mobility. Here, we will start
by complementing this analysis with the calculation of hitting
and meetings times for independent Random Walks. We will
then analyze the delay of the single-copy strategies schemes
presented. Due to lack of space, we will focus in most cases
on Random Walk mobility. However, the general methodology
we present applies to other mobility models as well, specifi-
cally models that have approximately exponentially distributed
meeting times. These include many popular mobility models
like Random Direction, and Random Waypoint, as well as syn-
thetic models based on these, like Community-based mobility
[21], [36]. Throughout the section we will make the following
assumptions:

TABLE I

NOTATION

Network: nodes move on a two-dimensional
torus (we choose torus for symmetry; we have run simulations
that show that performance in bounded networks is similar).
Each node can transmit up to distance meters away,
where is smaller than the value required for connec-
tivity [38], and each message transmission takes one time unit.

Last Encounter Timers: Every node maintains a timer
for every other node it has encountered. Initially all are
set to . , at every time instant. When node
encounters node it sets to 0, and increases this timer for
every time unit elapsed.

Contention: Throughout our analysis we assume that band-
width and buffer space are infinite. In other words, we assume
that there is no contention for these resources. Although con-
tention is an important factor for multi-copy schemes, we argue
that it is significantly less of an issue for single-copy schemes
that perform much fewer transmissions.5

Despite some of these assumptions being somewhat unreal-
istic (e.g., IID node mobility), we will show in the simulations
section that our analysis can still capture the performance be-
havior of different protocols, even in more realistic scenarios.
Finally, in most theorems and proofs, we use the same nota-
tion as in [35]. However, we summarize most of our notation in
Table I.

A. Direct Transmission—An Upper Bound on Delay

We will first calculate the delay of Direct Transmission
, assuming that nodes perform independent random

walks on a 2-D grid (i.e., discrete model). This delay equals
the expected meeting time between two nodes, and

5It is important to note that, by Little’s law, if the input traffic increases
enough, single-copy schemes would also eventually face problems with con-
tention. However, they “break” much later than multi-copy schemes do, while
for the traffic loads we’re interested at they essentially operate contention-free.
A first effort to model contention for the wireless media and buffer space can be
found in [22], [39].
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it constitutes a lower bound on the expected delay of any
other mobility-assisted routing strategy, under Random Walk
mobility. Furthermore, we will use here Manhattan distance

to measure proximity between two
nodes (or their positions) and , since this corresponds better,
analytically, to the discrete nature of random walks on grids. If
Euclidean distance was used instead, respective delays would
only be slightly smaller, due to the slightly larger coverage for
the same range .

When transmission range (i.e., nodes encounter each
other only when they occupy the same position), the hitting and
meeting times for random walks can be found in [35]. In the
general case where , a node encounters another node

when first hits the subset of grid positions
(this is the “border” of the area

within range of ). Therefore, the expected delay of direct trans-
mission depends on the expected hitting time

, where denotes the stationary distribution on the
grid.

Before we proceed with the calculation of , we
prove a result that we will use there, regarding hitting times on
subsets. Its proof is based on the electric network analogy for
random walks on graphs. This is a known method that some-
what simplifies the combinatorics involved when calculating
the numbers of paths that a random walk can follow, in a given
problem setting [35], [40].

Lemma 4.1: Let be a position on the grid, and let
denote the subset of all positions , such that

. Let further denote the time until a random walk
starting from first hits . The probability

that a walk starting from hits before it returns to
is then given by

(1)

Proof: See the Appendix.
Theorem 4.1 first calculates the expected hitting time on the

border of the coverage area of , , as: , the ex-
pected hitting time to grid position (larger than ),
minus , the expected time to go from to . Then,
based on this, it calculates .

Theorem 4.1: Let us pick a position uniformly on the torus,
and let denote the expected hitting time until a random
walk, starting from the stationary distribution, comes within
range of . Further, let denote the expected
meeting time until two random walks, starting from the sta-
tionary distribution, come within range . Then, for large ,

i) (2)

ii) (3)

iii) The distributions of , have exponential tails.
Proof:

i) Let us assume that the random walk starts outside of ’s
range. Then, . Now let denote the
stationary distribution on set , that is,

where . Then, it holds that:

It is known from [35] that, for ,

where . This is actually for .
Also, according to [6], [41] this results is quite accurate
for .
We’re now only missing to acquire

. Let denote see Lemma
4.1), and let us further express the expected first return
time of a walk starting at , , as a weighted average
of two cases:
(a) the walk reaches before it returns back to

(probability );
(b) the walk returns to without reaching (prob-

ability ).
Thus,

where is the expected first return
time, conditioned on the fact that was not reached.
Using Kac’s formula [35] we get that

Furthermore, according to [35] it holds that

Hence, the previous expression can be rewritten as

with

being two functions depending only on (note that is
also a function of only). Consequently, when
(as expected in ICMNs), the above equation implies that

Replacing from (1) we get that

Finally, replacing and in our initial expres-
sion for we get .

ii) The proof is a straightforward extension of the proof for
the case of [35].

iii) It is proven in [35] that, for random walks, hitting times
on subsets have an exponential tail.
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Although point (iii) of the above Theorem only proves an
exponential tail, for most values of interest the distribution of
the meeting time is closely approximated by an exponential with
average . We will provide further evidence for this in
Section IV-E.

B. “Oracle-Based” Optimal Algorithm—A Lower Bound on
Delay

The following coloring problem analog is used to analyze the
expected performance of the optimal algorithm: The randomly
chosen source node is colored red and all other nodes are col-
ored blue; whenever a red node encounters a blue node, the latter
is colored red too. It is evident that the expected time until the
destination node is colored red is equal to the expected message
delivery time of the optimal algorithm. It is also evident by this
coloring analog why flooding will find the same path as the or-
acle scheme, when buffer capacity and bandwidth are unlimited.

The following theorem calculates the expected time until the
destination node is colored red. It uses the expected meeting
time, under the given mobility model, to calculate the expected
time until a new node is colored red, and then estimates the total
number of coloring steps necessary.

Theorem 4.2: Let us assume that all nodes move according
to a stochastic mobility model whose meeting time probability
distribution has an exponential tail, and an average value of

. Then, the expected message delivery time of the op-
timal algorithm is given by

(4)

where is the Harmonic Number, i.e,
.

Proof: We assume all nodes start from the stationary
distribution and remain so at all times.6 Let us further assume
that, at some time instant, we have red nodes and blue
nodes, and let us pick a red node and a blue node . Further, let

denote the meeting time between two nodes and , under
the mobility model in hand. If denotes the meeting time of
with any of the blue nodes, then . Fi-
nally, let denote the time until any of the red nodes meets
any of the blue ones, when there are total red nodes. Then,

. If all are IID exponen-
tial random variables with average , then is also an
exponential random variable with average .
Finally, since we have started with 1 red node, the time until all
nodes are colored red is given by , whose expected
value can be calculated by

This is the expected time until all nodes are colored red. How-
ever, the destination may be colored red in any of the
total coloring steps with equal probability. Consequently, the

6Stationarity is a desirable property for mobility models used in simulations,
and can be achieved for models that can be represented with an appropriate
Markov Chain, if the nodes are started from stationarity [42].

expected coloring time for the destination is the average of all
these cases:

It is important to note that (4) is generic. By plugging into
the equations the appropriate meeting time value (e.g.,

from Theorem 4.1), we can calculate the optimal delay
for the respective mobility model.

C. Performance of Randomized Routing

In the case of the randomized routing algorithm, the single
message copy performs a random walk on the dynamically
changing connectivity graph.

Definition 4.2 (Message’s Random Walk): Let a message be
routed according to the randomized routing algorithm. Let also

be the probability that there is at least one more node within
the range of the current custodian , and recall that is the
probability of forwarding. Then the message’s movement can be
modelled as follows: at every step, (i) with probability
it moves according to the respective mobility model (e.g., in the
case of pure random walks, it moves to neighboring positions
with probability 1/4); (ii) with probability it jumps to a
position in set , which is the subset of
all positions that are within range of .

The following Lemma calculates the probability of encounter
and the average transmission distance that a message

covers if it is transmitted, when we assume Manhattan distance.
Lemma 4.2: Let a message perform a random walk ac-

cording to Definition 4.2, in a network consisting of nodes
performing independent random walks on an torus.
Then, the probability of encounter of the message at any
time is given by

(5)

Additionally, the average transmission distance is given by

(6)

Proof: Both equations can be derived using elementary
probability theory and combinatorics.

We are now ready to analyze the performance of the random-
ized algorithm. Theorem 4.3 provides an upper bound on its de-
livery delay.7

Theorem 4.3: Let all nodes perform independent random
walks, and let each node have a transmission range .
Then, the expected message delivery time of the randomized
algorithm is given by

(7)

7It is important to note that (5), and thus Theorem 4.3, ignore the effect of
“coupled” nodes. Although it is not too difficult to take coupling into account,
its effect becomes negligible asM increases, and we choose to ignore it for our
analysis.
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Proof: Let two independent random walks, and , start
from positions and , respectively. Walk models the desti-
nation’s movement, which is a pure random walk on the torus,
while walk models the message movement and moves ac-
cording to Definition 4.2. When no transmission occurs, (the
message) will move only to a neighboring position, while it
makes a jump of average length when a transmission
occurs. Consequently, the average length of a jump of is given
by

Now, consider another random walk , starting also at ,
which whenever walk jumps positions far, it performs in-
dependent single step movements (i.e., performs pure random
walk steps), within one time unit. It is evident that will cover
(i.e., bring within its transmission range) a higher number of
new positions than , at every step, and therefore is expected
to meet the destination node faster than .8 It is more con-
venient to analyze the behavior of .

Let be the positions of after moves,
and let us define the function

Finally, consider

and define as the first meeting time between and (i.e.,
assuming that started from position and from position

).9 It is easy to verify that

is a martingale [43] (using similar arguments as in [35, Ch.
3, Proposition 3]). According to the optional stopping theorem
[43] . This means that

However, by definition and therefore

Consequently,

Further,

8Assume d = 2, for example. At the end of a step, walk S is distance d far
from its previous position, and has covered approximately d � (2K + 1) new
positions. On the other hand, afterS has performed d = 2 independent random
walk steps at the same time, it might have ended up at its previous position with
probability 1/4 (covering only 2K + 1 new area in the intermediate step).

9S performs d(K) steps per time unit, andD performs an additional step at
the same time unit, giving a total of d(K) + 1 steps.

and given by (2). Consequently,

Finally, for uniformly chosen , , giving us

Also, for uniformly chosen , is the expected meeting
time of and , which is an upper bound on the delivery time
of the randomized algorithm (i.e., meeting time of and ).

A similar methodology has been used to calculate the ex-
pected delay of Randomized Routing under the Random Direc-
tion mobility model [36], and could also be used for other mo-
bility models with exponential meeting times.

D. Performance of Schemes Using Utility Functions

In utility-based forwarding the message will go with the node
that is expected to be “closer” to the destination. Thus, un-
like Randomized Routing, in the case of Utility-based Routing
the message movement has a bias towards the destination at
every step. Furthermore, the amount of this bias depends on
how far the message is from the destination. The system has now
memory (state) that forces us to depart from the previous model,
where each step was statistically equivalent. Therefore, in order
to calculate the expected delay of schemes that use utility func-
tions we will model the message’s movement as a Markov Chain
whose state is the message’s distance from the destination.

We use this model to analyze the expected delay of Utility-
based routing and Seek and Focus routing for the case where no
transitivity is used in the utility function, and nodes perform in-
dependent random walks. Transitivity complicates matters even
further since it introduces multi-dimensional memory, where the
random variable is not just the past trajectory of a node com-
pared to that of the destination, but rather the combined trajec-
tories of all nodes together. For this reason, we will only provide
here some theoretical insight on the effect of transitivity on per-
formance and illuminate our choice for the utility function of
Definition 3.2.

Utility-Based Routing Without Transitivity: Without loss
of generality, we assume , and thus
the routing scheme aims at minimizing . We
can calculate the transition probabilities for the corresponding
Markov chain as follows: Let the current message custodian lie
at distance from the destination (i.e., state of the chain). We
know that at any time, a node is within range with probability

(see Section IV-C). If that node has a higher utility value
than the message custodian, then the message gets forwarded.
With some probability, let , this message ends
up at state (i.e., closer to the destination), and with some
probability, let , it ends up at state (i.e.,
further away from the destination), where . Finally, if no
node is within range, or the node in range has a lower utility
value than the current, the message performs a pure random
walk step (carried by the node).

The following two Lemmas calculate . Lemma
4.3 first derives some useful probability density functions (pdf)



SPYROPOULOS et al.: EFFICIENT ROUTING IN INTERMITTENTLY CONNECTED MOBILE NETWORKS: THE SINGLE-COPY CASE 71

for a node performing a random walk on a torus. Specifically, if a
node was chosen randomly (e.g., encountered at some point), (i)
what might its distance from the destination be, (ii) what timer
values might it have, and (iii) how would our knowledge about
its distance change if we knew its timer value. These quantities
are necessary for Lemma 4.4 to calculate next all .

Lemma 4.3: Let denote the probability of a randomly
chosen node be found at distance from the destination, and

the probability that it has a timer value of for the same
destination. Further, let denote the transition probability ma-
trix for a graph that is the same as the torus except
that no transition from any state at distance (from the des-
tination) to a state at distance (or smaller) is allowed. Then:

i)

,
,

,

ii) is exponential with average ,

iii) , where is a probability vector with
value for all torus positions at distance

and 0 for all other positions.
Proof: The proof can be found in the Appendix.

Lemma 4.4: Let us assume that a message is currently with
a node at distance from its destination, and that another
node is encountered. Then, the probability
that has a higher utility for the destination (i.e., message gets
forwarded) and is at distance is equal to

Proof: The proof can be found in the Appendix.
Theorem 4.4 uses the probabilities of Lemma 4.4 to define a

Markov Chain that captures the message movement, and then
uses this chain to calculate the expected delay of Utility-based
routing.

Theorem: Let us define a Markov Chain with state , and the
following transition probabilities :

if ,
if ,
otherwise.

where are given by Lemma 4.4, and
.

Let further denote the stationary distribution for
this chain. Then, the expected delivery delay of Utility-based
Routing is equal to , the expected hitting
time on state (or smaller) of the chain, starting from .

Proof: According to the previous discussion, when a node
is encountered at distance from the current custodian the mes-
sages gets forwarded with probability . Hence, a
transition should occur on the Markov chain from state to state

with probability , such
that and ;
for all other .

Further, if no node is within range, or the node encountered
has a lower utility, then the message will not be transmitted.

It is easy to see that the former occurs with probability
, while the latter with probability

. Putting it altogether, with probability
the message only performs a pure

random walk step. In that case, it moves with equal probability
1/2 to state or to state . Thus, a factor of
needs to be added to all transition probabilities .

Starting therefore from the stationary distribution , the
expected delay until the message is delivered is equal to the time
until the message hits a state smaller or equal to on the chain.

The expected hitting time on the above one-dimensional
chain can easily be calculated using the t-step transition matrix
for the chain [43], giving us the expected delay of Utility-based
Routing.

Seek and Focus Routing Without Transitivity: It is not too dif-
ficult to modify the above procedure to calculate the expected
delay of Seek and Focus as well. We need to take into account
here that when the current custodian has a low utility value, it
does not look into the respective utility of the node encoun-
tered, but performs randomized routing instead. Thus, in the
case of Seek and Focus is different from the
Utility-based forwarding case, and consists now of two terms:
one that corresponds to the focus phase, and a second one that
corresponds to the seek phase. (Note that, in order not to depart
from the above Markov chain model, we will ignore in this anal-
ysis the effect of the “re-seek” phase of Seek and Focus.).

Lemma: Let us assume that a message is currently with a
node at distance from its destination, and that another node

is encountered. Let us further assume that Seek and Focus
Routing is implemented by both nodes, with a one-to-one utility
function , focus threshold , and . Then,
the probability that the message proceeds to a
state (i.e., is forwarded to and that is at distance ) is
equal to:

Proof: The proof can be found in the Appendix.
Utility Transitivity: Timer values have the desirable behavior

that their expected value increases as a function of distance.
However, timer values quickly become poorer indicators of
proximity as their value increases (this is referred to as the
“distance effect” [25]). In order to improve the efficiency of
utility-based routing it is therefore desirable to reduce the
uncertainty for higher timer values. This can be achieved by
transitivity.

Let a node with timer value encounter another node
with timer value , such that . Let

also denote the physical distance between and , and
let denote the expected time it takes a node to move
a distance , under mobility model “mm”. Then, on average

should not exceed . If it does, then
the information contained in the two timers
contradicts the position information . Hence, one of the
timers needs to be corrected.
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Fig. 1. Probability density function for the timer value far from the destination
with and without transitivity (100 � 100 grid).

Fig. 2. Comparison of analytical and simulation results for upper and lower
bounds on delay (left) and randomized routing (right).

For most noncontrived mobility models
implies that (with high probability). Thus, it is
significantly more probable that it’s the larger timer value that
needs to be adjusted according to the smaller timer value. A rea-
sonable choice for this adjustment would be , since

. If a node moves ac-
cording to the random waypoint model, it takes approximately

steps on average to move a distance of (assuming
is smaller than an epoch). Similarly, in the case of random walks,
it takes a node on average to move a distance of [35].
Summarizing, the transitivity functions for the mobility models
we use here are given by:

(Random Waypoint) if , set
;

(Random Walk) if , set
.

As an example of the beneficial effect of transitivity on the
statistics of the utility function, see Fig. 1, where a significant
decrease in variance is achieved.

E. Simulation versus Analysis

In this final section, we compare our analytical results, re-
garding the expected delay of different algorithms, to simula-
tion results. We first look into the upper and lower bounds on
the expected delay achievable by any scheme, namely the ex-
pected delay of Direct Transmission and of the Optimal scheme,
respectively. (Note that these are bounds on the delay of both
single and multi-copy schemes.) In the left plot of Fig. 2, we
fix to 20, to 5, and compare simulation and analytical re-
sults for the expected delay of these two schemes, as a function
of the torus size . As one can see from this figure, simulation
and analytical plots present a relatively close match for both Di-
rect Transmission (some minor discrepancies are due to some
approximations, stated in the proofs) and the Optimal scheme
(which implies that our approximation of exponential meeting
times is fairly accurate).

Fig. 3. Comparison of analytical and simulation results for utility-based
routing (left) and seek and focus (right) as a function ofK .

In the right plot of Fig. 2, we fix to 2500 and to 20,
and compare analytical and simulation results for Randomized
Routing, for increasing transmission range . We also include
analytical and simulation results for the expected delay of direct
transmission, and optimal schemes. Note that, in the case of the
randomized algorithm, the analytical plot is only an upper bound
(as explained in Section IV-C). As can be seen in this figure the
efficiency of Randomized Routing increases quickly for higher
transmission ranges.

Finally, in Fig. 3, we compare our analytical results for
Utility-based Routing and Seek and Focus routing to simula-
tion results for a 50 50 grid with nodes. (Results
correspond to the case of no transitivity for both schemes,
and no re-seek phase for Seek and Focus, and were calculated
according to Theorem 4.4 and Lemma 4.5). As is evident by
this figure, these simulation and analytical results are also
closely matched. Furthermore, like Randomized Routing, the
efficiency of both schemes increases with transmission range

. However, note that in this small network, utility-based
routing does not suffer from the slow-start phase, and thus
seek and focus (without the re-seek phase) does not offer
considerable improvement.

V. SIMULATION RESULTS

We have also used a custom discrete event-driven simulator
to evaluate the performance of different routing protocols under
a large range of connectivity levels, under more realistic con-
ditions (e.g., media access, contention), and for other mobility
models (e.g., random waypoint). Although the networks of in-
terest are disconnected in general, they may range from ex-
tremely sparse to almost connected networks, depending on the
application. Connectivity is directly related to the number and
quality of forwarding opportunities presented to the message
custodian, and thus is expected to have an important effect on
performance. A slotted CSMA MAC protocol has been imple-
mented, in order to access the shared channel. Finally, we have
implemented and simulated the following single-copy proto-
cols (individual protocol parameters were tuned to achieve a
good transmissions–delay tradeoff per scenario): (i) randomized
routing; (ii) utility-based routing with no transitivity; (iii) utility-
based routing with transitivity; (iv) Seek and Focus with transi-
tivity; (v) optimal oracle-based algorithm.

Before we proceed, it is necessary to define a meaningful con-
nectivity metric. There are two types of connectivity that are im-
portant in ICMNs, namely “static” and “dynamic” connectivity.
Static connectivity indicates how connected a random snapshot
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Fig. 4. Number of transmissions and delivery delay for random walk mobility.

of the connectivity graph will be. Although a number of dif-
ferent metrics have been proposed (for example [44]), no wide-
spread agreement exists, especially if one needs to capture both
disconnected and connected networks. We believe that a mean-
ingful metric for the networks of interest is the expected max-
imum cluster size defined as the percentage of total nodes in the
largest connected component (cluster).10 We vary the transmis-
sion range in order to span the entire static connectivity range.

Dynamic connectivity can be seen as a measure of how many
new nodes are encountered by a given node within some time in-
terval, and is important in situations where mobility is exploited
to deliver traffic end-to-end. If nodes move in an IID manner,
this is directly tied to the mixing time for the graph representing
the network [35]. The larger the mixing time, the more “local-
ized” the node movement, and the longer it will take a node to
carry a message to a remote part of the network. We first present
results for the random walk and random waypoint models. The
random waypoint has one of the fastest mixing times ,
while the random walk has one of the slowest [35].

In all scenarios there are 100 nodes moving inside a 500
500 network. Also, 100 node pairs are chosen randomly and 1–2
packets are sent per pair throughout a run. Each node has a buffer
space of 50 messages. (Simulations we performed showed that
single-copy schemes are much less sensitive to traffic load and
buffer space than multi-copy ones [12].) Finally, all results are
averages over 1000 runs.

Random Walk: Fig. 4 depicts the average number of transmis-
sions (per message) and the delivery delay, respectively, when
all nodes perform independent random walks. As can be seen
there, randomized routing is quite fast for high connectivity
levels. The message can quickly search large clusters of nodes,
and the penalty of a wrong decision is small since nodes move
very slowly. However, this speed comes with 1 (high connec-
tivity) to 2 (low connectivity) orders of magnitude more trans-
missions than other schemes. One the other hand, utility-based
routing without transitivity performs extremely few transmis-
sions, but is extremely slow. Transitivity, by successfully taking
advantage of the high locality of random walk movement, can
help reduce delay by almost an order of magnitude with es-
sentially no increase in transmissions. Nevertheless, delivery
delay is still larger than randomized, especially for high con-
nectivity levels. Seek and Focus combines the advantages of the
two schemes efficiently, achieving the small delays of random-
ized routing with only a small increase in transmissions com-
pared to utility routing. As a final note, we found that, in both
this and the next scenarios, the standard deviation of the delay

10This connectivity metric would be a lower bound on the percentage of total
node pairs that are connected (another popular connectivity metric), since it only
takes into account the pairs that belong in the largest cluster.

Fig. 5. Number of transmissions and delivery delay for random waypoint mo-
bility.

Fig. 6. Number of transmissions and delivery delay for community-based mo-
bility.

for most schemes was about the same as their average, which is
in accordance with our assumption about the exponential nature
of quantities involved.

Random Waypoint: Results for the case when nodes move
according to the random waypoint model are depicted in Fig. 5.
The story here is somewhat different. First, because nodes
move quickly around the network, static connectivity does not
have as large an effect on performance. Second, randomized
routing performs rather poorly here. Because, nodes move fast,
the penalty for forwarding the message to the “wrong” node is
high. This is also evident by the fact that Seek and Focus does
not improve the delay of Utility-based routing with transitivity
as much as in the random walk case. Due to increased node
movement, the message does not get stuck in local maxima for
a long time. Third, it is evident that, despite the higher speed
by which location information becomes obsolete, a carefully
chosen utility function can help improve performance signif-
icantly. Finally, as one can see in both sets of plots, higher
connectivity creates more forwarding opportunities, allowing
good protocols to perform even better.

Community-Based Mobility: Popular mobility models like
the ones we’ve examined so far, assume that each node may
move equally frequently to every network location. Further-
more, such models usually assume that all nodes have the same
mobility characteristics, that is, every node’s mobility process
is identical, and independently distributed. However, numerous
recent studies based on mobility traces from real networks (e.g.,
university campuses, conferences, etc.) have demonstrated that
these two assumptions rarely hold in real-life situations [4],
[45]. For this reason, we would also like to compare the perfor-
mance of all protocols under a more realistic mobility model,
called “Community-based Mobility Model”, that is motivated
by such traces and better resembles real node movement [36].

In Fig. 6, we depict the total transmissions and average
delivery delay for the Community-based model with heteroge-
neous node mobility. The conclusions that can be drawn from
these plots are similar to those in the previous two scenarios.
Here, because of the high locality of many nodes, timers
often contain quite accurate information, and utility-based
schemes perform considerably better than randomized routing.
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Specifically, both Utility routing with transitivity and Seek
and Focus are an order of magnitude faster than Randomized
routing. Seek and Focus can actually take advantage of few
randomized transmissions and reduce delay a bit further, but
only for more connected networks, where larger clusters of
nodes could be searched fast. Summarizing, even in this more
realistic scenario, our theory provides adequate insight into the
performance of different schemes.

VI. CONCLUSION

In this work, we have dealt with the problem of single-copy
routing in intermittently connected mobile networks. We have
presented a number of increasingly sophisticated single-copy
strategies, and used theory and simulations to extensively eval-
uate their performance. We conclude that carefully designed
single-copy schemes can often present competitive alternatives
to more general multi-copy strategies, without the overhead
of using redundant copies. Furthermore, we have argued that
the understanding provided by such a detailed examination can
be valuable for designing better, general-purpose multi-copy
schemes. As evidence of this, we have used some of the
schemes presented here to create a multi-copy scheme in [14]
that can achieve close to optimal performance in a wide range
of scenarios.

In future work, we plan to investigate more general utility
functions, that can capture and take advantage of a wider range
of mobility characteristics pertinent to more realistic mobility
models, that might exhibit correlation in both space and time.

APPENDIX

Proof of Lemma 4.1: The electrical network analogy for
random walks on graphs is the following [35], [40]: Each vertex
of the graph corresponds to a node in an electrical network; each
edge corresponds to a resistance of 1 Ohm; instead of using
involved combinatorics to count the number of a set of paths and
its respective probability for a random walk, one can calculate
effective resistances between given points in the corresponding
electric network.

For example, let denote the average node degree of the
graph; then it is known [35], [40] that

where is the effective resistance between and . In
the case of the 2-D torus, , and we can calculate the ef-
fective resistance as follows: We inject a current in ,
and draw a current from (all nodes of are
short-circuited). We then calculate the voltage difference
on the path , where

is then given by . Now, the total number of paths of
length (i.e., shortest paths to is equal to .
Furthermore, the total number of such paths containing edge

is equal to , which implies that the total current

passing through this edge is equal to .
Therefore, is given by

Replacing and in , we get
(1).

Proof of Lemma 4.3:
i) Since the node may lie on any position of the torus with

equal probability , we can easily calculate by
counting the number of positions at a given distance
from the origin.

ii) We know that the Markov Chain corresponding to the
random walk on the 2-D torus is reversible (see [35]).
Therefore, the probability distribution of the time elapsed
since the walk last encountered the destination (i.e., )
is equal to the probability distribution of the time until the
walk first hits the destination, starting from the stationary
distribution. Theorem 4.1 tell us that this time is exponen-
tially distributed with average .

iii) gives us the probability distribution of the walk’s
position given that it has not seen the destination for
time units. In other words, it has not visited any state at
distance smaller than from the destination. There-
fore, its past movement can be described by the transition
matrix U, where the transition probabilities from states
(positions) at distance to states at distance are
set to zero, and the respective probabilities are equally
distributed to all other allowable moves from a state at
distance . It is then easy to see that will be
given by the t-step transition probabilities with an ini-
tial distribution that is uniform right on the border outside
of the “in range” area, captured by .

Proof of Lemma 4.4: We know that is at distance
. A’s timer may have any value with probability

(Bayes rule). We also
know that ’s timer probability distribution is and we’re
interested in the cases where (since only then is the
message forwarded). Finally, we know that is within range
of (i.e., ). Therefore, the probability that
is at position , given its timer value and the fact that is
within range of is equal to

where

Putting all these together, we get the probability of a transmis-
sion jump from state to state . Note that we have assumed
that (a message gets forwarded as long as the next
hop has a smaller timer). However, the procedure can easily be
generalized for any utility threshold. One only needs to replace
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in the second summation with , where
.

Proof of Lemma 4.5: The first term of cor-
responds to the focus phase, where utility-based forwarding is
performed. Therefore, we only consider the terms for which

. Everything else is the same as in Lemma 4.4. The
second term corresponds to the seek phase. If then A
does not look into B’s timer, but just gives it the message with
probability .
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